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Abstract— Reservoir computing (RC), a computational para-
digm inspired on neural systems, has become increasingly pop-
ular in recent years for solving a variety of complex recognition
and classification problems. Thus far, most implementations have
been software-based, limiting their speed and power efficiency.
Integrated photonics offers the potential for a fast, power
efficient and massively parallel hardware implementation. We
have previously proposed a network of coupled semiconductor
optical amplifiers as an interesting test case for such a hardware
implementation. In this paper, we investigate the important
design parameters and the consequences of process variations
through simulations. We use an isolated word recognition task
with babble noise to evaluate the performance of the pho-
tonic reservoirs with respect to traditional software reservoir
implementations, which are based on leaky hyperbolic tangent
functions. Our results show that the use of coherent light in a
well-tuned reservoir architecture offers significant performance
benefits. The most important design parameters are the delay
and the phase shift in the system’s physical connections. With
optimized values for these parameters, coherent semiconductor
optical amplifier (SOA) reservoirs can achieve better results
than traditional simulated reservoirs. We also show that process
variations hardly degrade the performance, but amplifier noise
can be detrimental. This effect must therefore be taken into
account when designing SOA-based RC implementations.

Index Terms— Integrated optics, optical neural networks,
photonic reservoir computing, semiconductor optical amplifiers,
speech recognition.

I. INTRODUCTION

RESERVOIR computing (RC) is a training concept for
recurrent neural networks (RNNs), introduced a few

years ago, that combines the advantages of both recurrent
and feed forward networks [1], [2]. In the RC framework, a
randomly initialized RNN, the reservoir, is excited by an input
signal. The network itself is left untrained but the responses
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of all neurons to the input stimulus are combined through
a simple, often linear readout function. It can be optimized
(trained) with simple and well-established methods such that
its output matches the required output signal as closely as
possible according to some error metric. In this way, as only
the readout is changed, the difficulties of training a RNN are
avoided. Hence, the RC approach combines the memory and
spatio-temporal processing of RNNs with the ease of training
of linear regression. One way of explaining the success of
RC is to view the reservoir as performing a high-dimensional
spatio-temporal pre-processing or filtering of the input. In this
view, the reservoir essentially performs a nonlinear mixing
of the input signals into a high-dimensional feature space,
so that the interesting features are more easily extracted by
the readout. RC has been demonstrated to give similar results
as state-of-the-art techniques for several complex machine
learning tasks like speech recognition [3] and event detection
in robotics [4] or to outperform them as with the prediction
of the Mackey-Glass chaotic time series, where RC reaches
a prediction accuracy several orders of magnitude better than
classical methods [1].

Although the reservoir itself remains untrained, its perfor-
mance depends critically on its dynamical regime. Optimal
performance is usually obtained near the edge of stability, i.e.,
the region in between stable and unstable or chaotic behavior,
because this regime optimizes the system’s memory [5]. This
region is determined by the total amount of gain and loss in
the network. Hence, to obtain good performance, we need to
be able to tune a reservoir’s dynamic regime to this edge of
stability, using a small number of global parameters. However,
this optimum is generally task-dependent.

Reservoirs are intrinsically parallel structures. However,
most implementations thus far have been software-based, lead-
ing to extensive simulation times for large reservoirs and long
input time series. A fully parallel implementation, where all
neuron states are computed simultaneously, would drastically
speed up computation times and might also lead to power
savings. Like a neural network, a reservoir often consists of a
large number of interconnected nonlinear nodes. Therefore,
existing hardware implementations of neural networks can
(and have been) used as reservoirs [6]. However, in contrast to
traditional neural networks, the interconnection weights (typ-
ically translated into gains or losses in an analogue hardware
implementation) do not need to be tunable or even exactly
controllable. Only a global gain scaling is required. This makes
the requirements for reservoir implementations more relaxed
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and allows for the exploration of technologies that are may
be less suitable for implementing traditional, fully trainable,
neural networks. Recent work has indicated that, besides
interconnected networks of sigmoid or spiking neurons, a wide
range of sufficiently high-dimensional nonlinear dynamical
systems can be used as a reservoir [6]–[10].

Photonics is an interesting candidate technology for building
reservoirs, because it offers a range of different nonlinear
interactions working on different timescales. It also offers
the promise of being more power efficient than electronic
implementations, especially for processing high-bandwidth
signals. In a previous paper [11], we have proposed a spe-
cific integrated photonic reservoir implementation, consisting
of a network of coupled semiconductor optical amplifiers
(SOAs). Although this technology does not yet fulfill the
promised power efficiency or high speed, it presents a suitable
platform for evaluating the differences between a photonic
implementation and traditional software implementations. In
particular, the topology and the behavior of both neurons and
interconnections differs on several points from what is usually
modeled in simulation. Still, for a simple classification task-
distinguishing between a rectangular and triangular waveform-
we found comparable performance to a traditional software
reservoir implementation.

The goal of this paper is threefold. First, the performance
of SOA reservoirs is evaluated on the much harder isolated
digit recognition task with babble noise, second, the impact of
most important design parameters is investigated and finally
the impact of fabrication accuracies is addressed. This paper
is structured as follows. In Section II, the concept of reservoir
computation is reviewed. In Section III, our photonic imple-
mentation is presented, the most important differences with
traditional reservoirs are discussed and the relevant design
parameters are indicated. Section IV describes the speech task
used throughout this paper and the results for this task with a
traditional RC setup. Section V discusses the performance of
our implementation for the speech task and finally, Section VI
summarizes the most important results of this paper.

II. RC

Reservoirs exist in many flavors, the most common of which
use either analogue sigmoid neurons (echo state networks or
ESNs [1]) or spiking neurons (liquid state machines [2]).
Our proposed photonic reservoir architecture most closely
resembles an ESN, so that’s what we will use as a baseline
to evaluate our implementation’s performance. The ESN par-
adigm was originally formulated in discrete time through the
reservoir state update function

x[t + !t] = (1 − λ)x[t] + λ f (Winu[t] + Wresx[t]). (1)

In this equation x[t] is a vector containing the states of all
neurons at time t and u[t] collates the values of the input
stimuli1 at time t . The neuron function f is usually a sigmoid
function (e.g., the commonly used hyperbolic tangent or tanh
function). The matrices W are the weight matrices for all the

1In many complex tasks, such as speech recognition or robot control, the
reservoir is driven by a large number of signals.

connections from the input to the reservoir (Win ) and inside the
reservoir itself (Wres ). The parameter λ is called the leak rate
and reflects the strength with which the neuron outputs are fed
back to their inputs. This neuron model, usually referred to as
leaky integrator neurons, was introduced in [12]. It effectively
adds a first-order recursive low-pass filter to every neuron. If
λ equals one, the next state of the reservoir depends only on
the external input and the current state of the reservoir. The
closer λ is to zero, the more the history of the previous states
becomes important. For many temporal tasks (such as speech
recognition), it is crucial that a reservoir has sufficient memory
of past inputs [4]. Using leaky integrator neurons is a way to
increase this memory.

The RC-system is trained by collecting the state vectors
of the reservoir in response to the training data, and using
this to train the readout layer using some form of linear
regression. For this paper we use linear regression with
Tikhonov regularization, also known as ridge regression. If
the reservoir states are contatenated into a matrix A, and the
target outputs are given by a matrix B, then the weights for
the linear readout layer are given by the following closed
form:

Wout = (AT A + γ I)−1AT B (2)

where γ is a regularization constant, which is optimized using
cross-validation.

For a reservoir to be useful for general computation on time
series, it must have fading memory. This means that, although
the reservoir state should depend on past inputs, this impact
should fade away through time. A common way to obtain this
is by rescaling the reservoir weight matrix Wres such that the
reservoir is stable. The closer the reservoir dynamics are tuned
to the edge of stability, the longer the system retains some
information about past inputs. Tuning the reservoir dynamics
close to the edge of stability has been found to yield optimal
reservoir behavior for many tasks [13], [14].

A common parameter for tuning the dynamic regime of
a reservoir is its spectral radius ρ, defined as the largest
eigenvalue of the system’s Jacobian at its maximal gain state.
When all neurons have a maximum gain of one, as is the case
with tanh neurons, this corresponds to the largest eigenvalue
of the network’s interconnection weight matrix. Otherwise,
an upper bound can be obtained by multiplying this largest
eigenvalue by the maximal gain of the neuron function f .
The spectral radius is an indication of the stability of the
network. If its value is larger than one, the network can become
unstable. However, at each point in time, the actual gain of a
nonlinear reservoir depends on its state and its input signal(s).
Instability can occur if this gain on average exceeds one. As,
by definition, the spectral radius gives an upper bound to
the system’s gain at each point in time, the edge of stability
is usually found for a spectral radius slightly above one.
However, tuning the spectral radius close to one often yields
reservoirs with close to optimal performance. For randomly
generated connection matrices, the spectral radius can be tuned
to a value ρdesired by scaling the entire connection matrix
Wres by a factor (ρdesired/ρWres ).
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III. PHOTONIC RESERVOIR COMPUTING

This section describes our photonic reservoir architecture
and highlights its differences with traditional ESNs. The three
parts of this section deal with the general properties of the
SOAs we use as neurons, the interconnection topology and
the interconnection weights, respectively.

A. SOAs

SOAs were chosen as a first testbed for an integrated version
of photonic RC for the following reasons.

1) SOAs provide gain, so no separate component is needed
to compensate for losses.

2) They are broadband, which relaxes fabrication tolerances
in comparison to resonator-type devices where the res-
onances of different nodes should overlap.

3) Their steady state characteristic somewhat resembles the
upper part of a hyperbolic tangent, making them a per-
fect bridge between the existing knowledge of RC with
tanh neural networks and the new field of photonic RC.

SOAs are the default integrated component for boosting optical
signals. Their operation is similar to that of semiconductor
lasers. Mostly through electrical pumping (although it can also
be done optically), carriers are brought into an excited state
within the gain medium. A photon can interact with these
excited carriers, forcing the carrier to release its energy and
returning to its ground state, while emitting a photon at the
same time. This photon will be identical to the original photon
having the same frequency, phase and direction. This process
is called stimulated emission. The other two processes are
absorption, where a photon excites a carrier from its ground
state, and spontaneous emission, where an excited carrier
without external stimulation falls back to its ground state while
emitting a photon. All three processes occur simultaneously
but stimulated emission is the dominant one only if the carriers
reach a state of population inversion. This means that more
carriers are in their excited state than in their ground state.
Pumping is needed to obtain population inversion [15].

In a laser, feedback, with some kind of mirror, is added
to reflect the light back and forth and let it pass multiple
times through the gain medium. This will result in some
form of wavelength selectivity, making the laser what it
usually is, a coherent source. For an amplifier a broadband
operation is desired, so the challenge is to remove any
form of wavelength selectivity, other than that of the gain
medium itself. A traveling wave SOA is an amplifier through
which the light only passes once, and therefore any reflection
needs to be eliminated as much as possible. This is usually
done by adding a high-quality anti-reflection coating onto
the facets.

The two most relevant nonlinear aspects of SOAs for RC
are gain saturation and carrier lifetime. Gain saturation means
that the gain will decrease for higher input powers as can
be seen in Fig. 1, where the relation between input power
and corresponding output power is portrayed for SOAs and
the upper part of a hyperbolic tangent with the same gain
for zero input. As mentioned before, the gain in an SOA
originates from excited carriers being consumed by photons
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Fig. 1. Modeled power in - power out curve for an SOA and a tanh with
gain (18) and power saturation (1 mW).

creating copies of themselves through stimulated emission.
The more photons are inserted into the SOA, the more carriers
are consumed. This decreases the density of excited carriers,
leaving less opportunity for other photons to be amplified and
thus diminishing the gain. This effect is the basis for the gain
saturation in SOAs. The steady state characteristic of an SOA
resembles a hyperbolic tangent but it does not completely
saturate as can be seen in Fig. 1. In our simulations, the input
of the SOAs was often in the more linear regime with input
powers not exceeding 1 mW.

When carriers are stimulated into an excited state, they only
‘live’ for a certain amount of time before they relax to their
ground state. The average time associated with this process is
called the carrier lifetime, with typical values of 100–300 ps.
One could say that the SOA encodes information about its
past inputs into its internal state variable, the carrier density.
The dynamic response of this variable to the input power
resembles that of a first-order system with the carrier lifetime
as a dominant time constant. This is especially important for
large, abrupt changes in the input power. When such a change
occurs, the gain cannot change abruptly to the corresponding
value on the steady state curve and output power cannot follow
instantaneously. Rather, the light will respond according to the
gain at the moment of the transition, determined by the number
of carriers in the gain medium. After the initial response, the
gain will relax to its steady state value with the carrier lifetime
as time constant, as can be seen in Fig. 2. This means that,
for a sudden increase in the input, which should decrease
the SOAs gain, the output will initially ‘overreact’ to the
input change, followed by a relaxation as the gain approaches
its lower steady state value. A similar effect occurs for a
sudden decrease of the input power (Fig. 2). This dynamic
carrier effect is one thing that sets the behavior of SOAs
apart from a hyperbolic tangent, which is a purely static
component.

The gain of SOAs is often polarization-dependent, which is
an issue when light is guided by optical fibers supporting two
orthogonal polarizations. Integrated waveguides in contrast,
are inherently polarization specific due to their asymmetry
and therefore circuits and components only work well for a
single polarization [16]. This is actually an advantage when
we control the polarization of the input light with polarization
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Fig. 2. Modeled response to sudden changes in the input power for an SOA.

controllers, only exciting the desired polarization, which will
be maintained throughout the circuit [17]. We therefore only
considered light of a single polarization.

B. SOA Simulation Model

The unidirectional model we use in our simulations was
proposed by Agrawal [18]. It allows for fast computation and
captures all the basic features, such as gain saturation, carrier
dynamics, and a phase shift depending on the gain.

Our implementation uses light to carry information. The
input signals are translated into optical power values P ,
which cannot be negative, by adding the minimal input signal
amplitude as a bias. Our architecture also allows the assump-
tion of coherent light, meaning that internally all signals
are characterized not by real-valued powers but complex
amplitudes A. P(z, τ ) and φ(z, τ ) are the power and phase
in this complex representation A = [

√
P exp(iφ)] of the

slowly-varying envelope of the light. When the internal losses
are neglected, the output power and phase can be calculated
through (3) and (4) [18]

Pout (τ ) = Pin exp[h(τ )] (3)

φout (τ ) = φin − 1
2
αh(τ ) (4)

where α is the linewidth enhancement factor responsible for
the phase shift inside the SOA. The reduced time τ = t−zng/c
is measured in a reference frame moving with the light, where
ng is the group index denoting how much slower a light pulse
travels inside the SOA. The function h(τ ) is the gain g(z, τ )
integrated over the length l of the SOA (5)

h(τ ) =
l∫

0

g(z, τ )dz. (5)

Its value can be calculated by the following ordinary differ-
ential equation:

dh
dτ

= g0l − h
τc

− Pin(τ )

Psatτc
[exp(h) − 1] (6)

where τc is the spontaneous carrier lifetime and Psat the
saturation power of the amplifier. So the two dominant effects
of gain saturation and carrier dynamics are captured by,
respectively, Psat and τc. g0 is the small signal gain and g0l is
the gain for zero inputs. The values typically used are α = 5,

ng = 3.75, l = 500 µm, τc = 300 ps, g0 = 6075 m−1, and
Psat = 0.0211 W.

The last rate equation is solved by a fixed time step-based
fourth-order Runge-Kutta method.

C. Connection Weights

In our architecture, light can be represented by either power
values or complex amplitudes. For the latter case, connections
are modeled as complex weights instead of pure attenuators.
This can be summarized in the complex representation of
optical signals at the output of a connection

Aout(t + !t) = Ain(t) (Lc + Ldd) exp
[

j
2π

λ0
ne f f d

]
(7)

= Ain(t)L exp [ j!)] (8)

where λ0 is the vacuum wavelength of the light carrying
the signal, ne f f is the effective index-a number quantifying
the phase delay per unit length in a waveguide, relative to
the phase delay in vacuum. d is the physical length of the
connection and Lc represents the fixed loss mechanisms (e.g.,
fan-out splitters, fan-in combiners, and coupling losses) and
d Ld the length-dependent propagation loss in the connection.
!t is the propagation delay of the connection, which is
again proportional to its length. We see that the input-output
relationship for a connection should now be modeled by a
complex-valued connection weight

w = L exp [ j!)]

and a delay !t , whereas traditional ESN-connections are
instantaneous and have real-valued connection weights. The
physical length of the interconnections, affecting the loss L,
phase change !) and time delay !t in the interconnections
will turn out to be an important new optimization parameter
for our architecture.

The fact that we are working with complex-valued sig-
nals and weights requires an extension of the definition of
spectral radius to incorporate the effects of interference. We
use the magnitude of the largest eigenvalue of the complex
weight matrix, which consists of the complex interconnection
weights multiplied by the square root of the maximal gain
in the SOAs state curve (the tangent to this curve at zero
input).

Note that our readout function only uses real weights to
combine the optical powers at the neuron outputs. Probably,
better results could be obtained by using both power and
phase. However, we are currently targeting an electronically
implemented readout function. Detecting not only the power
of optical signals but also their phase requires more than just a
simple photodetector. Different schemes exist but any of them
entail either complex optics, electronics or both.2

D. Connection Topology

For simulated reservoirs, there are no restrictions on
the interconnection topology. In classical reservoirs, the
connection topology is randomly initialized. The network

2In general easier optics need more complex electronics.
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can be sparsely or fully interconnected. For analog-but not
spiking-networks the connectivity has little influence on the
performance [14]. Photonic chips, and most other hardware
implementations, are implemented on a planar surface.
Furthermore, in contrast to e.g., multilayer electronic VLSI
implementations, interconnections on single-layer optical
chips cannot cross without some losses [typically −0.16 dB
in Silicon-On-Insulator (SOI) [19]]. Therefore, crossings
should be avoided where possible.

Fig. 3 shows the planar type of topology used in this
paper, which slightly differs from the one used in our previous
work [11]. We refer to it as the swirl topology, because the
connections are oriented as if they were in a whirling motion.
As with the SOAs, we use all connections in a unidirectional
way with an input and an output and neglect the influence of
backscattering and backreflection. For any number of nodes
that can be arranged in a rectangular grid, the topology can
be constructed as follows:

1) order the nodes in a rectangular grid and generate all
nearest neighbor connections;

2) all vertical connections on or to the left of the center get
an upward orientation, those to the right of the center
get a downward orientation;

3) all horizontal connections on or above the center are
oriented to the right, those below the center are oriented
to the left.

In all simulations, a 9 × 9 network was used.
This topology uses only nearest neighbor interconnections,

avoiding crossings altogether, while still providing a large
number of feedback cycles. All interconnections can be imple-
mented with comparable lengths. It can be easily scaled to
larger network sizes, without affecting interconnection lengths.
This allows us to treat the interconnection length as a global
optimization parameter. The area and design of concrete
components needed for an integrated implementation of this
topology heavily depend on the material system used.3

In the resulting topology, either all nodes or only a fraction
of them can be driven by the external input signal. In the
experiments presented in this paper, all the nodes were driven
by the external input. However, selected simulations where
only 10 % of the inputs were used gave similar results (not
shown). This could be relevant for an optical implementation
on chip where the inner nodes of the swirl topology are harder
to reach. Inputs can, however, be negative and since we are
dealing with non-negative optical powers, all the inputs are
made non-negative by adding the absolute minimum over all

3On chips, light is guided in waveguides which need a core that has
a higher refractive index than the surrounding cladding layers. The index
contrast of a material system determines the size of the waveguides and
other components. The higher the index contrast, the smaller the components
and the sharper the possible bends. We have ordered a chip with 12 SOAs
(3 by 4 swirl configuration) on an InP platform (http://www.jeppix.eu/) with
low index contrast. The size of this chip is 16 mm2 with bending radii
of 100 µm. However, in a material system with high index contrast, the
dimensions shrink and bending radii down to 5 µm are possible with negligible
loss (0.009 dB/90°) [20]. Amplifiers in this material system are still in an
experimental phase [21], but when it has matured, this technology will offer
tenfold chip size reductions or more. If further scaling is required, a transition
to smaller and more low-power components such as coupled cavities is an
option.

External Input

Fig. 3. 4 × 4 swirl topology.

the inputs to all the inputs. Since, the inputs are only translated
their shape and interrelation remains.

IV. SPEECH RECOGNITION

Speech recognition remains a nontrivial task to solve and
neural networks have long been investigated as an alternative
for standard speech recognition methods, which seem to have
reached their limits. The research interest in RNNs was
reinvigorated in recent years especially due to the increasing
availability of computational power [22], [23]. RC, too, has
proven its worth for this task [3]. The task used in this paper
is the classification of isolated spoken digits ‘zero’ to ‘nine’.
In the data set, these words are each spoken 10 times by 5
female speakers, giving 500 samples, taken from the TI46
speech corpus [24]. This data set, as well as a MATLAB
simulation framework for classical RC4 are freely available
online. For speech recognition, some pre-processing of the
raw speech signal is commonly performed. These methods
often involve a transformation to the frequency domain and a
selective filtering based on known psycho-acoustic properties
of the human ear and/or spectral properties of speech. For the
experiments in this paper, we used the ear model introduced by
Lyon et al. [25]. To shorten the simulation time, a decimation
of the input signals with a factor of 128 was also applied.

The output is obtained by training ten distinct linear classi-
fiers, one for each digit. Each trained output should return the
value +1 whenever the corresponding digit is spoken and −1
otherwise. During testing, a winner-take-all approach is used to
determine which word was detected. The performance for this
task will be expressed with the word error rate (WER), which
is (Nnc/Ntot ), with Nnc the number of incorrectly classified
samples, and Ntot the total number of samples.

4Available at http://snn.elis.ugent.be/rctoolbox.
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Fig. 4. WER for SOA reservoirs with coherent light and a delay of 6.25 ps. (a) Spectral radius is changed through the input current of all the SOAs.
(b) Spectral radius is changed through the attenuation in all the connections.

Since it is possible to achieve a WER very close to 0%,
babble noise from the NOISEX database5 was added with a
SNR of 3 dB. The results are always averaged over 10 runs.
We also used ridge regression to avoid over-fitting and five-
fold cross-validation to make our results more robust [26].

Audio signals are much slower in comparison to the typical
timescales of delays in an integrated optical network. There-
fore, we have accelerated the speech signal to correspond to
those timescales. The delays on a chip vary with the physical
length of the interconnections from a few ps to a few 100 ps,
depending on the material systems and structures used. The
audio samples used have a duration of about 0.5 ms. So, for the
photonic reservoirs we feed them to the network 9 orders of
magnitude faster, which makes for samples only lasting around
500 ps. Although we use this task to demonstrate the potential
of photonic RC, we do not propose to use photonic reservoirs
as a platform for standard real-time, slow audio signals.

Throughout the rest of this paper, we will compare our
results to those of classical ESNs with tanh neurons. In all
experiments, the output of the Lyon ear model, consisting
of 77 channels, was fed into a reservoir of 81 neurons. This
relatively small number of neurons was a compromise between
the photonic network simulation time that increases with
larger networks, and using a number of nodes surpassing the
number of channels. For each neuron, the channels were mixed
differently, with weights randomly alternating between −0.1
and 0.1. We envision this being done electronically, and then
converting the resulting input signals to optical node inputs
with a modulator. Our architecture allows the information to be
carried by either light intensities only (incoherent light) or by
light at a single wavelength (coherent light). Inter-wavelength
interaction such as cross-phase modulation and four-wave
mixing is not relevant in either scenario, so nonlinear effects
between signals at a distinct set of wavelengths were not
considered in thispaper. The use of multiple wavelengths to
further improve the computational power of our architecture
is a topic for future work.

For classical ESN reservoirs with random interconnections,
the optimal WER for this isolated digit speech recognition task

5Available at http://spib.rice.edu/spib/select_noise.html.
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Fig. 5. WER for classical ESNs with a sweep over the leak rate parameter λ
(1). This was done for networks with random topology and a spectral radius
equal to one. Using some leak rate is clearly advantageous for this speech task.
To obtain a broad range of values, a logarithmic spacing was used yielding
an optimal value of 0.1 for the leak rate parameter.

with babble noise is around 11.7% if we do not use leaky
integrator neurons and around 7.7% if we do and optimize
the leak rate parameter (Fig. 5). The optimal value of 0.1
for the leak rate parameter was used for all leaky integrator
reservoirs.

V. PERFORMANCE ANALYSIS

A. Tuning Parameters

For traditional RC, a number of global parameters are usu-
ally tuned to optimize an architecture for a given task. In our
design, too, there are a number of parameters we can explore
to optimize performance. Some of those need to be fixed at
design time, while others can be used at operation time to com-
pensate for differences between the simulation model and the
actual hardware. These can be caused by inaccuracies in the
model, but also by process variations or temperature effects.

At operation time, we can still tune the system’s gain
(spectral radius ρ) and the phase shift !) in each connection.
The gain can be altered by adapting the input current of the
SOAs. There are two ways to optimize the phase shift and
both can be understood from (7) and the definition of !).
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Fig. 6. WER for SOA reservoirs with coherent light and different delays. (a) delay = 75 ps. (b) delay = 187.5 ps. (c) delay = 312.5 ps.

Changing the wavelength is the easiest approach, although
the requirements for the wavelength tunability become stricter
for longer interconnections as the wavelength steps have to
be smaller to scan the entire [−π,π] range with the same
accuracy. Another approach is to actively tune the effective
index ne f f in a section of the waveguide to achieve the
required phase shift. This depends only on the length of
the tuning section and not on total connection length as for
the wavelength. This can be done for example with carrier
injection or temperature. The exact mechanism for sweeping
the phase does not matter for our experiments.

At design time, we fix the physical properties of the SOAs,
the length of the interconnections and the overall loss in the
system. For most of our experiments, we have evaluated each
set of physical design parameters by sweeping the tunable
parameters ρ and !). Note that the input current not only
affects the gain, but also the phase change at the output of the
SOAs (Equation 4). This phase interacts with the phase change
of the interconnections, so input current and interconnect
phase are not orthogonal parameters. This is illustrated in
Fig. 4(a), showing a (ρ,!)) plot, averaged over 10 runs,
of the performance (color-coded WER) of a SOA reservoir
with the swirl topology and minimal-length interconnections.
We can see that the optimal (dark) region is slanted. We have
therefore swept the spectral radius by adjusting the attenuation
in the connections [shown in Fig. 4(b)]. This simplification
makes our results easier to interpret without affecting the
conclusions to be drawn from them.

Several things can be concluded from the plot in Fig. 4.
First, our extended definition of the spectral radius for
complex-valued systems has a similar impact on system
performance as the spectral radius in traditional RC. Indeed,
for this application, we see that the results start to deteriorate
strongly for a spectral radius above one. Comparing Fig. 4
with the baseline WER of 7.3 %, we can conclude that,
for most of the parameter space, this particular network of
SOAs performs considerably worse than traditional reservoirs
with leaky tanh neurons. However, for a relatively narrow
region of the parameter space, the performance improves and
approaches that of the leaky tanh reservoirs. Unfortunately,
whether or not this optimum can be reached depends on
the accuracy with which we can control the phase change
in the interconnections. As this control is in practice not
straightforward (sensitive to temperature and on-chip noise),

a good architecture is one that shows a relatively broad
(ρ,!))-region with high performance.

B. Optimized Interconnection Delays

In simulated reservoirs, time is usually discretized. At each
simulated time step, all neuron states are updated using the
previous neuron states and a new input sample. One could
view this as the neurons having a single time step delay
and the interconnections being instantaneous. In contrast,
in our photonic implementation, time is continuous and no
synchronization mechanism is used. The input signals are
continuous signals, only discretized for simulation purposes.
The SOAs have a certain propagation delay and so have the
interconnections between them.

Fig. 6 shows the results of (ρ,!φ) parameter sweeps
for the SOA reservoir using three different interconnection
delay values. It shows that performance can be optimized by
sweeping the interconnection length across a wide range of
values. Also, for longer delays, the performance becomes less
sensitive to the phase change in the interconnections, making
the design more robust.

Thus far, very little is known about the impact of inter-
connection delay in traditional reservoirs. In this section, we
will investigate its impact in tanh reservoirs, operating in
continuous time. For this analysis, we will assume that all
interconnections have equal delay. We have analyzed tanh
reservoirs with random and swirl topology, as well as with
and without leak rate. For random networks the inputs and
weights can be negative as is the case for typical reservoirs,
while the swirl tanh networks only have positive inputs and
weights just like SOA networks. The results are summarized
in Fig. 7. For each delay value, we report the best score found
in a spectral radius sweep.

First, we see that the differences related to positive input
and topology are negligible, both for tanh networks with and
without leak-except for very small delays. When leak rate is
used, the swirl topology performs even slightly better than ran-
dom networks. This confirms the results of our previous paper
[11], namely that the performance impact of using a planar
topology is small in ESN reservoirs. It is far less significant
than the impact of memory-optimizations like the introduction
of leak rate to the neurons. In the remainder of this paper,
we will therefore only compare the performance of our SOA
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Fig. 8. Incoherent versus coherent tanh and SOA networks where the coherent
results are first averaged over the phase. All reservoirs had a swirl topology
with positive weights and leak was not used. In this case, there is hardly any
improvement using coherent reservoirs.

reservoirs to that of tanh networks with positive weights and
the swirl topology. This implies that later comparisons between
swirl SOA and tanh networks will only differ in their node
functionality.

Second, Fig. 7 shows that the optimal delay is not just a
feature of SOA networks but also of tanh networks without
leak. Reservoirs with leak rate are initially hardly affected
by longer delays, but their performance decreases as well
for very long delays, albeit slower than without leak. The
result of a tanh network without leak rate at its optimal
delay, is actually comparable to a tanh with leak rate and
no (or minimal) delay. This reinforces the view that delay
is an alternative approach to introducing memory next to
leak rate. Unpublished experiments with a simple signal
classification task where a square and a triangular wave need
to be distinguished also identified delay as a very important
parameter for improving performance. For this task too, an
SOA network with optimal delay achieved similar results to
a classical tanh network with leak rate.

For this application, the optimal performance can always be
found around a delay of 190 ps, which roughly corresponds to
half of the duration of the audio signals. Selected experiments
with other tasks (results not shown) indicate that, there too, an
optimal delay exists. Clearly, the interconnection length needs
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Fig. 9. Incoherent versus coherent tanh and SOA networks. For the coherent
networks, the optimal value of the phase was used (phase controlled). All
reservoirs had a swirl topology with positive weights and leak was not used.
In this case, there is a clear improvement using coherent reservoirs.

to be optimized for the task at hand as part of the design effort
and cannot be changed after fabrication. In SOA implementa-
tions, long delays can be realized compactly by using spiraling
waveguides.6 Alternatively the input can be resampled to
match the delays, but further research is required to investigate
to what extent these two approaches are equivalent. Further-
more, since there are limits to how fast you can resample
the input and how long you can make the connections, a
combination of both approaches will probably be needed.

C. Coherence

Our architecture can handle light at one wavelength coming
from a laser, but it can also handle light from an incoher-
ent source such as a superluminescent light-emitting diode
(SLED).7 In the first case, the system must be modeled as
coherent, i.e., using complex values for all state variables
and connection weights. This implies that the number of
internal state variables in coherent reservoirs is twice the
number of nodes, but only half of them (the power values)
are being used for the readout. In the second case, the light is
represented by power values instead of complex amplitudes. In
this section, we quantify the impact of using coherent light on
the performance of our SOA reservoir implementation. We will
systematically refer to coherent and incoherent simulations,
respectively, to make the distinction between both.

Plots like the ones in Fig. 6 are very informative to
qualitatively compare simulations for coherent reservoirs, but
for a quantitative study we extract two values from these

6The longer the spiral, the higher the losses and the higher the SOA gain
should be to compensate for these losses. In SOI spirals of 5 cm with a loss
of 3 dB/cm have been used, corresponding to delays around 625 ps. This is
longer than what we have used in this paper (∼500 ps) [20]. However, recent
improvements have reduced the waveguide loss to around 0.3 dB/cm, a tenfold
reduction, allowing for smaller SOA gains for the same spiral length [27].

7We did not use an actual laser or SLED source in our simulations. We
explored the two extremes: perfect incoherent light which is broadband and
where only intensities count, and perfect coherent light at one wavelength
where light can be represented by complex amplitudes. The first can be
approximated by using broadband sources such as SLEDs, the second by
single mode lasers. Our experiments could be done for light around 1550 nm
or 1300 nm where SOAs, lasers and SLEDS with bandwidths around 50 nm,
are readily available.
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Fig. 10. (ρ,!)) plots for coherent networks with short delays. (a) SOA reservoir without gain-dependent phase shift. (b) tanh reservoir.

sweeps. The first value is the minimal result in a (ρ,!))
plot, reflecting a situation of perfect phase control of the inter-
connections. For the second value, the (ρ,!φ) results are first
averaged over all the phase values for each value of the spectral
radius. Then, the minimal value over all the spectral radii is
picked, corresponding to the average performance when no
phase control is available, but the spectral radius is optimized.

The influence of coherence is addressed in Figs. 8 and 9
where coherent and incoherent swirl reservoirs are compared
using tanh and SOA nodes. Fig. 8 shows the average perfor-
mance without phase control, whereas Fig. 9 shows results
for reservoirs with perfect phase control. Both figures show
that the use of SOA nodes or the addition of coherence does
not alter the conclusions of the previous section. Indeed, in
both figures, all four curves roughly follow the same trend
and show an optimum for the same interconnection delay.

In Fig. 8, the four curves are very close. Without phase
control, we observe only a minor performance benefit for
the coherent simulations for all delay values except for the
very smallest. As Fig. 9 shows, a perfect control of the phase
drastically increases the performance of coherent reservoirs,
both with tanh and with SOA neurons: the coherent results
are shifted downward by about 2%. In the remainder of this
paper when we refer to coherent results, perfect phase control
will be assumed unless stated otherwise.

We can also conclude from Figs. 8 and 9 that the replace-
ment of tanh nodes by SOA nodes barely affects the perfor-
mance, except in the coherent simulations for small intercon-
nection delays, where SOA nodes are clearly beneficial. The
rather good optimal performance of SOA networks with short
delays, already shown in Fig. 4(b), turned out to be for a
very narrow region in (ρ,!)) space. This optimal region is
completely absent for a coherent tanh swirl network with a
short delay as can be seen in Fig. 10(b). The effect responsible
for this difference is the gain-dependent phase shift at the
output of the SOA nodes, scaled by the linewidth enhancement
factor α in (4). If we perform a (ρ,!φ) parameter sweep
for coherent SOA networks, but artificially switch off the
gain-dependent phase shift by setting α to zero, we find no
well-performing parameter regions [Fig. 10(a)]. The minimum

results for these 3 situations tell the same story (Table I).
Due to the influence of the carrier lifetime τc in (6), the
gain also represents a memory mechanism in the reservoir
nodes, similar to leak rate. For networks without leak rate or
sufficiently large delay, this third mechanism slightly improves
the performance for SOA reservoirs. By adding phase control,
the interaction between the phase shift and the coherent
interaction of incoming signals can be optimized, so the impact
increases. However, in contrast to leak rate, this effect is not
strong enough to dominate other memory optimizations. For
longer delays (over 50 ps) the advantage disappears (Fig. 9)
as the impact of the phase shift becomes negligible.

In general, we find that besides interconnection delay, coher-
ence, and phase shift for small delays, all other behavioral
differences between our implementation and traditional tanh
reservoirs, e.g., the carrier dynamics and gain saturation, have
a negligible influence on performance for the input signal
properties considered in these experiments. Indeed, in our
experiments, all nodes were operating mostly in their low-
power regime, for which the steady state curves for tanh
and SOA are very well matched and almost linear (Fig. 1).
The bandwidth of the input signals was much lower than the
frequency range of the node dynamics. The dynamic range of
the node states can be changed by scaling up the power of
the input signals. Selective experiments (not shown) showed
that results did not vary a lot for small input powers. When
increasing the power, a weak optimum was reached, before
results deteriorated heavily. Because the improvement in the
optimum was small and adding an extra sweep parameter con-
sumes a lot of simulation time and resources, this parameter
was not varied.

Fig. 11 compares the optimal results achieved with classical
networks (with leak) and SOA reservoirs (with and without
coherence). Since the two most important parameters, delay
and phase control, appear to be orthogonal (i.e., they can
be optimized independently), the best design strategy consists
of optimizing the delay first and providing a phase tuning
mechanism. Under these conditions, SOAs with coherence at
an optimal delay perform better than classical networks with
leak rate, not only at the optimal delay but also for a relatively
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TABLE I

MINIMUM RESULTS FOR A COHERENT tanh SWIRL NETWORK, A

COHERENT SOA NETWORK AND A COHERENT SOA NETWORK WITHOUT

GAIN-DEPENDENT PHASE CHANGE. ALL HAVE AN INTERCONNECTION

DELAY OF 6.25 ps

minimum

SOA swirl coherent 7.2 %
SOA swirl coherent without phase change 10.4 %
tanh swirl coherent 10.9 %

0 50 100 150 200
delay [ps]

250 300 350 400

6

4

8

10

12

14

W
E

R
 [%

]

SOA, no leak
tanh, leak
incoherent
coherent (phase controlled)

Fig. 11. Incoherent and coherent phase controlled SOA networks versus
classical networks with leak rate. All reservoirs used a swirl topology with
positive weights.

wide range of delay values around the optimal delay. This is
also summarized in Table II showing that optimal coherent
SOA reservoirs achieve error rates that are approximately
1.5% lower. Although incoherent SOA networks are outper-
formed by coherent SOA networks, making their performance
comparable to that of traditional leaky tanh networks, the
measurement, and fabrication tolerances are considerably more
relaxed when incoherent light is used, making this option an
interesting candidate for an initial small-scale prototype.

D. Process Variations

The previous simulations were done under the assumption
that all connections had the same length and hence they
respond in the same way to, e.g., a wavelength shift. On
a real chip this is never the case, since small process vari-
ations always occur. In Fig. 12(a), we show results of a
(ρ,λ0) parameter sweep of a coherent SOA network with an
interconnection delay of about 50 ps (i.e., an interconnection
length of about 5 mm, depending on the material system).
This corresponds roughly to the delays on a chip prototype
that is currently being fabricated. In such a design, process
variations of about 100 nm are realistic. This means that, for
this design, the variations are 4–5 orders of magnitude smaller
than the total length of the connections and the resulting time
differences because of this are negligible. The phase variations,
however, are not. Looking back at (7), the interconnection
phase shift is determined by the vacuum wavelength λ0, the
interconnection length d , and the effective index ne f f , which is
wavelength-dependent. If d is the same for all the connections
as in Fig. 12(a), the phase change for every connection will

TABLE II

MINIMUM RESULTS AT THE OPTIMAL DELAY FOR COHERENT AND

INCOHERENT SOA SWIRL NETWORKS AND tanh SWIRL NETWORKS

WITH LEAK RATE

minimum

incoherent tanh with leak 6.1 %
incoherent SOA 6.5 %
coherent SOA 4.5 %

TABLE III

MINIMUM RESULTS FOR NETWORKS WITH 0 nm AND 100 nm STANDARD

DEVIATION ON THE CONNECTION LENGTHS

σ phase controlled averaged over the phase

0 nm 7.3 % 9.7 %
100 nm 7.9 % 9.6 %

also be the same, but with length variations the impact of
wavelength is felt differently for each interconnection.

Fig. 12(b) shows the impact of interconnection length varia-
tions on the performance results obtained by a (ρ,λ0) parame-
ter sweep. Except for variations on the nominal interconnec-
tion length, the setup for generating this figure was the same
as for Fig. 12(a). The length variations were randomly selected
from a zero-mean Gaussian distribution with a standard devi-
ation of 100 nm. For all individual simulation runs, the same
length values were used as would be the case for a practical
implementation: once a chip is made, the fabrication imper-
fections remain the same. The y-axis for both figures shows
the same wavelength range. For (a) this corresponds with the
same phase scan as in previous simulations [−π,π], but for
(b) the phase scan will be different for every connection since
the length variations will result in random phase additions.

From visual comparison of both figures, we can conclude
that the performance has become less phase-dependent. The
optimal regions have become smaller and the poorly perform-
ing phase regions have almost entirely disappeared. One would
therefore expect the minimum result with length variations to
be worse (decrease in optimal performance), but the minimum
results after averaging over the phase (wavelength) results to
be better (increase in robustness). Although Table III confirms
this intuition, the differences are fairly small, so we can
conclude that small length variations do not severely affect
reservoir performance in SOA networks.

E. Noise Robustness

In the previous sections, all the SOA simulations were done
without any amplified spontaneous emission (ASE), to focus
purely on the effects of the major design parameters. In this
section we will address the influence of ASE. It is the main
source of noise in SOAs and comes from the spontaneous
relaxation of excited carriers and subsequent emission of
photons whose frequency, phase, and direction are for the
most part not matched to those of the incoming photons. In
practice, ASE can be very strong, severely degrading the signal
quality. Although complicated models exist where the ASE is
modeled through separate rate equations, we used a simpler



VANDOORNE et al.: PARALLEL RESERVOIR COMPUTING USING OPTICAL AMPLIFIERS 1479

w
av

el
en

gt
h 

[n
m

]

spectral radius

.471

.495

.507

.545

.555

1553.565

0.8 0.95 10.75 0.85 0.9

.533

.521

.483

5

7

9

11

13

15

spectral radius

(a) (b)

0.8 0.95 10.75 0.85 0.9

WER[%]
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Fig. 13. Drawing of the measured output spectrum of an SOA with a
single laser input signal. The sharp peak corresponds with the amplified input,
superimposed on a background of ASE. The blue dashed curve shows an ideal
bandpass filter used to filter out the amplified input signal. The y-axis has a
logarithmic (dB) scale, the x-axis is in frequency or wavelength units.

model where random complex amplitudes are added to the
SOA outputs (appendix).

Fig. 13 illustrates the output spectrum of an SOA receiving
light at wavelength λ0 at its input. The input is amplified,
but there remains a background of amplified light at other
wavelengths, i.e., ASE. The power level of this ASE increases
with the input current, but if we keep that fixed, Fig. 13
shows two ways to decrease the influence of ASE noise and
improving the signal to noise ratio (SNR). The first is to
increase the output signal power by increasing the input signal
power as this will not affect the ASE power. This approach
is limited by the gain saturation. A second approach is to
limit the bandwidth of the ASE, since the total amount of
ASE power is determined by the width of its spectrum. The
broader the spectrum, the higher the power. If we cut away a
part of this spectrum with a bandpass filter with bandwidth B0
around the signal wavelength λ0, the ASE power is reduced,
increasing the SNR.

For the experiments, we took a coherent SOA network with
swirl topology and optimal delay, and selected the optimal
parameter combination from a (ρ,!)) sweep without ASE.
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Fig. 14. Different intensities for ASE noise are compared for two different
coherent SOA swirl reservoirs-one with a short delay, the other with the
optimal delay. It shows the mean of all the results over 1000 runs. The left
value actually corresponds to no ASE and was added afterward to the log
plot, the right value to unfiltered ASE. For the network with optimal delay,
a situation where the input is scaled 10 times higher is also shown.

The input scaling was the same as in the previous experiments
with input powers always below 1 mW. This network was
used in Monte Carlo simulations with 1000 runs in which the
mixing of the inputs and the cross-validation were varied from
run to run. The results are shown in Fig. 14 for different ASE
powers (i.e., different filter bandwidths B0). The left part of
the graph corresponds to the unrealistic case of no ASE (put
at 1 on the logarithmic x-axis for easier comparison), the right
part of the graph corresponds to unfiltered ASE.

It is obvious that the effect of ASE can be detrimental to the
performance of the reservoir and that careful considerations
are needed to mitigate its influence. The two approaches
discussed are both shown in Fig. 14. In case the inputs
are scaled ten times higher, the degradation for unfiltered
ASE is much lower. Using increasingly narrower filters up to
100 GHz8 also limits the degradation. In practice some kind of
filtering will be necessary to achieve the optimal performance.

8100 GHz is a filter bandwidth that is for example used in the G.694.1
standard of the International Telecommunication Union for dense wave-
length division multiplexing channel spacings (http://www.itu.int/rec/T-REC-
G.694.1-200206-I/en). This standard is used to determine which wavelengths
and their spacings are to be used to send information over optical fibers. The
same standard specifies channel spacings up to 12.5 GHz.
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Filters, however, complicate fabrication since all of them will
often have to be tuned or trimmed afterward to make them
operate at the same filter wavelength. Alternative components
for photonic reservoirs such as nonlinear coupled cavities,
however, will not be susceptible to ASE, but they are a topic
of future research.

VI. CONCLUSION

This paper has presented a detailed analysis of the per-
formance of a photonic reservoir implementation, based on
integrated SOAs. We have systematically linked design para-
meters and behavioral properties of our implementation to
the observed performance trends. One of the most important
design parameters turned out to be the delay of the inter-
node connections, a parameter that has thus far hardly been
considered in traditional reservoir research. We have shown
that the impact of this parameter is also found in traditional
reservoirs without leak rate. A second important parameter
is the phase shift in the interconnections. If this can be
controlled, a significant performance improvement is achieved.
Other design parameters were found to have less impact
on performance. When both interconnection delay and phase
shift can be optimized, our SOA implementation outperforms
optimized traditional tanh reservoirs with leak rate. If the phase
shift cannot be tuned, we still find an optimal performance
similar to that of traditional simulated reservoirs. The influence
of noise in the amplifiers and fabrication variations was also
investigated. While process variations do not turn out to be
very important, careful considerations to limit ASE will be
necessary.

Although our experimental section offered an in-depth
analysis for one specific task (recognizing isolated spoken
digits with babble noise), selective experiments on other tasks
(not shown in this paper) have indicated that similar conclu-
sions would follow for other tasks. This claim will be validated
extensively in future research, both through simulation and on
a small-scale implementation. The importance of our work is
not only in evaluating this specific SOA architecture. Indeed,
our conclusions can be generalized to other coherent photonic
implementations with similar node properties. In particular, we
target integrated nanoscale implementations that are optimized
for speed and/or power consumption.

APPENDIX

ASE SIMULATION MODEL

The ASE model is based on dividing the ASE spectrum with
bandwidth B0 from Fig. 13 into bins with width δν, around
a central frequency ν0 or central wavelength λ0. The spectral
components that correspond with these bins have a certain
power and random phase and are added to the output field of
the SOA [28]. The number of bins is 2M + 1 = B0/δν. In
our simulations we varied B0. This can be done in practice by
adding a filter after the SOA (Fig. 13), and kept the number
of bins constant at 75. The total spontaneous emission power
is given by

Psp = nsp(G − 1)hνB0 (9)

where nsp is the noise figure of the amplifier, h Planck’s
constant, and G = exp(h) is the gain of the SOA. Since,
this expression is not dependent on the power of the input
signal, one can diminish the relative importance of ASE by
using higher input powers.

The field for the spontaneous emission added to the SOA
output field is then described by the following equation:

Esp(t) =
M∑

m=−M

√
nsp(G − 1)hν0δν exp( j (m2πδνt + )m))

(10)
where )m is a random phase for each component of the spon-
taneous emission and its value is taken from a uniform random
distribution with interval [−π,π], the rest of the expression
inside the exp is determined by the distance between the
spectral component and the central frequency. The values
typically used are ν0 = 193.1 THz and nsp = 2. B0 was varied
as in Fig. 14.
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