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Nederlandse samenvatting
–Summary in Dutch–

Het onderwerp van deze thesis staat aan de top van het snel groeiende on-
derzoeksgebied in de nanotechnologie. Dit multidisciplinaire werk brengt
de top down aanpak van de geı̈ntegreerde fotonica and de bottom up aanpak
van het onderzoek naar colloı̈dale nanokristallen samen. De fotonica bestu-
deert de toepassingen van elementaire lichtdeeltjes of fotonen, net zoals de
elektronica de toepassing van elektronen of elektrische stromen bestudeert.
Daartoe behoren het genereren, het geleiden, het spectraal scheiden en de-
tecteren van licht in het visueel of infrarood gebied van het elektromagne-
tische spectrum. Net zoals de verschuiving van de elektronica van aparte
elektronische componenten naar geı̈ntegreerde microelektronische chips,
streeft de geı̈ntegreerde fotonica naar het samenbrengen van complexe op-
tische toepassingen op één chip. Volledig optische transceivers voor fiber-
to-the-home internetdistributie, optische verbindingen voor communicatie
tussen verschillende processorkernen, label-vrije biosensoren voor DNA en
andere biochemische stoffen en gassensoren behoren tot de mogelijke toe-
passingen van geı̈ntegreerde fotonica. Door het grote brekingsindexcon-
trast en de compatibiliteit van silicium met de huidige CMOS elektronica-
industrie legt de Photonics Research Group zich toe op het maken van
golfgeleiders en complexere optische componenten in silicium. Silicium
en silicium-gebaseerde isolatoren hebben het nadeel dat er moeilijk licht
mee te genereren valt. Daardoor moeten andere actieve materialen gecom-
bineerd worden met de fotonische circuits in silicium om licht-emitterende
diodes (LEDs) en lasers te maken.

Het vakgebied van de colloı̈dale nanokristallen bestudeert de synthese,
de optische en elektrische eigenschappen en de toepassingen van halfge-
leiderkristallen met een grootte van enkele nanometers. Door kwantum-
opsluiting hebben deze nanokristallen bijna atoomachtige energieniveau’s.
Bovendien is de energiespreiding tussen deze niveau’s afhankelijk van de
grootte van het nanokristal. Dit maakt dat de golflengte van de emissie
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kan gekozen worden door de grootte van het nanokristal te controleren.
Voor visuele toepassingen worden in de onderzoeksgroep Fysica en Che-
mie van Nanostructuren vooral cadmiumchalcogeniden (CdS, CdSe, CdTe)
gebruikt, voor infrarode toepassingen zijn dit loodchalcogeniden.

Colloı̈dale quantum dots (QDs) zijn erg luminescente materialen met
vaak bijna 100% kwantumefficiëntie. Dit, samen met de aanpasbaarheid
van de emissiegolflengte met de QD grootte en het gemak van een materiaal
dat in oplossing zit voor het verwerken ervan, maakt van colloı̈dale QDs de
perfecte kandidaat voor heterogene integratie op de passieve fotonische cir-
cuits in silicium. Colloı̈dale QDs zijn zeer goede spontane emittoren, maar
veel minder geschikt voor gestimuleerde emissie. In het regime waar gesti-
muleerde emissie winst oplevert — een noodzakelijke voorwaarde voor het
maken van een laser — zijn de niet-radiatieve recombinatiemechanismen
veel waarschijnlijker dan recombinatie door gestimuleerde emissie.

In deze multidisciplinaire thesis hebben we ons toegelegd op enkele
grote hindernissen op de weg naar een competitieve en hoog-performante
toepassing van colloı̈dale QDs in geı̈ntegreerde fotonica.

Een eerste hindernis is het gebrek aan een fundamenteel begrip van de
hete-injectiesynthese die gebruikt wordt om de meeste colloı̈dale QDs te
maken. Een goed begrip van deze synthese is nodig om de eigenschappen
van QDs op een meer intelligente en kostenbesparende wijze te ontwerpen
en ontwikkelen. In dit werk onderzochten we de fysische chemie van de
hete-injectiesynthese. We gebruikten daarvoor een theoretisch model voor
de nucleatie en groei van deze deeltjes en breidden het uit naar een mo-
del dat ook rekening houdt met het genereren van monomeren uit de pre-
cursormoleculen. De resultaten van de numerieke simulatie van dit model
kwamen zeer goed overeen met de dynamiek van een goed gekende experi-
mentele CdSe synthese. Door simulaties en experimentele resultaten naast
elkaar te leggen, konden we bewijzen dat de nucleatie- en groeisnelheid, en
de balans tussen beide bepaald wordt door de snelheid waarmee de CdSe-
monomeren gegenereerd worden uit de geı̈njecteerde precursoren. Vermits
de balans tussen nucleatie en groei ook de balans tussen QD concentratie en
grootte bepaalt in een synthese waar meer dan 90% van alle precursoren op-
gebruikt worden, waren we in staat om een nieuwe strategie voor te stellen
om de grootte van de QDs bij volledige precursoropbrengst te controleren
door de precursorconcentratie te kiezen. We bekeken ook een tweede stra-
tegie om de grootte te controleren door de concentratie aan vrije vetzuren
aan te passen. Meer vrije vetzuren zorgt voor grotere, maar een lager aantal
deeltjes met een hogere spreiding op de grootte. Door eliminatie van an-
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dere parameters, zoals de oppervlaktespanning en de adsorptiesnelheid van
de monomeren, konden we de rol die vrije vetzuren speelt in het verhogen
van de oplosbaarheid, identificeren.

Een tweede obstakel is de snelle niet-radiatieve recombinatiesnelheid
van multiexcitonen in QDs. In de literatuur werd een mogelijk strategie
voorgesteld om het probleem op te lossen, waarbij twee of meer halfgelei-
ders een heterostructuur vormen waarbij het elektron en het gat gescheiden
worden in de ruimte. Wij onderzochten de optische eigenschappen van een
nieuwe klasse PbSe/CdSe heterogestructureerde QDs. We vergeleken de
lineaire absorptie van kern/schil QDs met meer conventionele PbSe QDs.
We toonden aan dat de relatie tussen de golflengte en de grootte van de QD
en de oscillatorsterkte voor absorptie ongewijzigd blijft na het aanbrengen
van de CdSe schil. Daarentegen zorgt de verandering in de diëlektrische
omgeving door de schil ervoor dat de absorptiecoëfficiënt bij energieën die
ver boven de bandkloof liggen afhankelijk wordt van de verhouding tussen
het volume van de schil en het volume van de hele QD. Verder bekeken
we de eigenschappen van de spontane emissie van deze nieuwe deeltjes.
De langere levensduur van de emissie wordt veroorzaakt door een lagere
oscillatorsterkte van de emissie in vergelijking met PbSe QDs. Deze verla-
ging is waarschijnlijk een gevolg van de toegenomen fijnstructuur-splitsing
van de achtvoudig ontaarde bandkloof door de CdSe-schil. We maakten
ook gebruik van transiënte-absorptiespectroscopie om aan te tonen dat in-
traband absorptie toegelaten is in colloı̈dale QDs. De intraband absorptie
van PbSe en PbSe/CdSe QDs draagt bij aan de moeilijkheid om transpa-
rantie en winst te bereiken in deze QDs. Beneden de bandkloof, tussen
1600 nm en 2200 nm, zou deze intraband absorptie wel kunnen gebruikt
worden om verliesloze injectie te realizeren in optische modulatoren. Tot
slot bekeken we ook het transiënte absorptiesignaal rond de bandkloof.
De levensduur van de Auger-recombinatie is niet verlengd in PbSe/CdSe
QDs ten opzichte van PbSe QDs. Verder konden we ook de vorm van
het transiënte-absorptiespectrum begrijpen aan de hand van een gevulde-
toestandenmodel, waarbij we ook rekening hielden met de effecten van
verschuivingen van het spectrum door multi-excitonen en een verhoogde
fijnstructuur-splitsing.

Voor de integratie van colloı̈dale QDs op fotonische circuits is de ont-
wikkeling van een platformtechnologie nodig die zorgt voor een stabiele
integratie van de QDs die de optische eigenschappen bewaart en die de
interactie van de QDs met de optische mode maximaliseert. Gezien de
makkelijke controle over de emissiegolflengte bij colloı̈dale QDs, die het
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golflengtebereik van 500 nm tot 2500 nm bestrijkt, maakten we gebruik
van silicium nitride als golfgeleidermateriaal, omdat het transparant is in
dit bereik. Om onze nieuwe platformtechnologie te testen, maakten we
gebruik van visueel emitterende cadmium-gebaseerde QDs om vrijstaande
microdisks te fabriceren. Deze QDs hebben immers verbeterde eigenschap-
pen voor winst. We onderzochten de koppeling van de actieve QDs met de
resonator door middel van QD-microdisk tempovergelijkingen. Hiermee
konden we aantonen dat de hoeveelheid QDs die gekoppeld zijn met de
caviteit een kritieke parameter is om een gepulste laser te maken. Het fa-
bricageproces van de hybride microdisk werd door ons ontwikkeld en op
punt gezet. Belangrijk was dat de photoluminescentie behouden bleef na
depositie van silicium nitride op de QDs. Tot slot testten we de actieve mi-
crodisks met verschillende technieken. De QDs koppelden zeer goed met
resonerende modes, maar de hoeveelheid QDs samen met de eigenschap-
pen van de QD winst en de stabiliteit van de QD-silicium nitride lagen zijn
onvoldoende om een QD-microdisk laser te maken.



English summary

The subject of this thesis is at the forefront of the booming field of nano-
technology. The multidisciplinary work is at the crossroads between the
top down approach of integrated photonics and the bottom up approach of
colloidal quantum dot research. The field of photonics studies the applica-
tion of light quanta or photons in ways similar, but not limited to the mature
field of electronics. It therefore deals with generating, transmitting, filtering
and detecting light in the visible and infrared region of the electromagnetic
spectrum. Similar to the shift of electronics from separate electronic com-
ponents to integrated microelectronic chips, integrated photonics tries to
realize complex optical functions on a single chip. Possible applications
include all-optical transceivers for fiber-to-the-home internet distribution,
optical interconnects for communication between separate microprocessor
cores, label-free biosensing of DNA and other biochemical substances and
gas sensing. Due to the large refractive index contrast and the compati-
bility of the material with the CMOS electronics industry, the Photonics
Research Group focuses on making waveguides and more complex optical
components on silicon based chips. Silicon itself and other silicon based
materials have the drawback that it is difficult to generate light. As a con-
sequence, other active materials need to be combined with silicon, which
is known as heterogeneous integration, to fabricate light emitting diodes
(LED) and lasers.

The field of colloidal nanocrystals studies the wet chemistry based syn-
thesis, the optical and electrical properties and the application of these
nanometer sized semiconductor crystals. Due to an effect known as quan-
tum confinement, these nanocrystals have almost atomic like energy lev-
els. Moreover, the separation between these energy levels is tunable with
the size of the nanocrystal. This is most obvious in the transition be-
tween the band gap energy levels of the semiconductor, which emits light
with a wavelength that is determined by the size of the nanocrystal. Here,
the material system used is mostly focused on cadmium chalcogenides
(CdS, CdSe, CdTe) for visible applications and lead chalcogenides for near-
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infrared applications.
Colloidal QDs, synthesized in the proper way, are highly luminescent

materials, with quantum yields (QY) often close to 100%. Together with
tunability of the emission wavelength with size and the ease of a solution
processable material make them ideal candidates for heterogeneous integra-
tion onto the passive silicon photonics platform with the aim of generating
light. Colloidal QDs are very efficient spontaneous emitters. However as
a stimulated emitter, specifically in the regime of gain, where a resonant
beam of light is amplified — a necessary condition to make a laser — QDs
are very inefficient, meaning that non-radiative pathways of losing the ex-
cess energy are very probable.

In this multidisciplinary thesis, we focus on a few major roadblocks on
the way to competitive and high performance applications of colloidal QDs
in integrated photonic circuits.

A first problem is the lack of fundamental understanding of the hot in-
jection synthesis used to make most colloidal QDs. A profound understand-
ing of this synthesis method is needed as a tool to engineer the properties
of QDs in a smarter, more cost-effective and efficient way. We explored
the physical chemistry of the hot-injection synthesis of colloidal QDs. We
used a theoretical model of QD nucleation and growth and extended it to
include the effect of the generation of monomer from precursor molecules.
This model was solved numerically and the results of the simulation resem-
ble the dynamics of a well established CdSe QD synthesis. By combining
simulations with experimental results, we were able to prove that the rate
of nucleation and growth and the balance between both are governed by
the formation rate of CdSe monomer from the injected precursors. As the
balance between nucleation and growth of the QDs determines the balance
between QD concentration and QD size in a synthesis where more than
90% of the precursors are consumed, this result allowed us to explore a
new strategy of tuning the size of QDs at full yield by simply changing the
precursor concentration. We explored a second common strategy by chang-
ing the concentration of free acid in the synthesis. More free acid creates
larger, yet less particles with higher size distributions. By eliminating other
parameters, such as a change in the surface tension or the monomer adsorp-
tion rate, we identified the role of the free acids in raising the solubility of
the monomer.

A second hurdle on the way to efficient hybrid colloidal QD-silicon
light sources is the fast non-radiative recombination rate of multiexcitons.
One possible strategy suggested in literature is the use of two or more semi-
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conductors to form a heterostructure in which the electron and hole are
spatially separated. We investigated the optical properties of a new near
infrared emitting heterostructured PbSe/CdSe QD. We compared the lin-
ear absorption of PbSe/CdSe core/shell QDs with the more common PbSe
parent QDs. We showed that the sizing curve and the absorption oscillator
strength remain unaltered by the addition of a CdSe shell. However, the
change in the local dielectric environment by the CdSe shell makes the ab-
sorption coefficient at energies well above the band gap dependent on the
ratio between the shell volume and the total QD volume Vshell/VQD. We
further explored the spontaneous emission properties of highly luminescent
PbSe/CdSe QDs (QY ' 30 − 60%). We showed that the longer emission
lifetime is caused by a lower emission oscillator strength compared to PbSe
QDs. This reduction is more than likely due to an increased fine-structure
splitting of the 8-fold degenerate bulk band gap because of the CdSe shell.
We also used transient absorption spectroscopy to show that intraband ab-
sorption, forbidden in first order for bulk semiconductors, is allowed in
colloidal QDs. The intraband absorption both in PbSe and PbSe/CdSe QDs
contributes to the difficulty of achieving transparency and gain in these
QDs, yet below the band gap, in the energy range between 1600 nm and
2200 nm, intraband absorption could be used for zero-insertion loss opti-
cal modulators. Finally we studied the transient absorption signal around
the band gap. By extracting the Auger lifetime for PbSe/CdSe QDs we
showed that Auger recombination is not reduced by the addition of the
CdSe shell. We further explained the spectral shape of the bleaching signal
using a state-filling model including the effects of multi-exciton shifts and
increased fine-structure splitting.

Finally, combining colloidal QDs and integrated photonic circuits re-
quires the development of a technology platform that allows a stable inte-
gration of the QDs, which preserves the optical properties and provides the
maximum interaction with the optical field in the photonic circuits. Given
the tunability of colloidal QDs, easily spanning a wavelength range from
500 nm to 2500 nm, we used silicon nitride, which is transparent in that
range, as the material system for the integrated circuits. As a demonstra-
tor of our technology platform, we used visibly emitting cadmium based
QDs, which were shown to have improved gain properties, to fabricate free-
standing microdisks. We investigated the coupling of the active QDs to the
resonator using a QD-microdisk rate equation model. Here we showed that
the amount of QDs coupled to the cavity is critical to making a pulsed
colloidal QD laser. The fabrication flow of the hybrid microdisks was de-
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veloped and optimized in house. We showed that the photoluminescence
of the QDs remains after silicon nitride deposition. Finally we tested the
active microdisks using several techniques. We showed that the QDs cou-
ple very well to the whispering gallery modes of the resonators, yet that the
loading conditions, the gain properties and the stability of the QD-silicon
nitride stack is insufficient to sustain QD-microdisk lasing.
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Introduction

1.1 Introduction

1.1.1 Nanotechnology

The subject of this thesis is at the forefront of the booming field of nano-
technology. This field is driven by the need to do more — more transistors,
more memory, more speed, more bandwith — with less — less material,
smaller surface area, smaller form factors. Downsizing is the buzz word,
with Moore’s famous scaling law as its resounding mantra.

The quest for the ever smaller is not just about putting more transis-
tors on the same microchip. As Moore cleverly realized, nature has set a
limit to how far up — or how deep down — Moore’s scaling law could
go. It was Democritus about 2500 years before Moore who first hypothe-
sized that all things were built up out of indivisible fundamental building
blocks or literally atoms (from Greek, ατoµoς). Although not entirely true,
the limit of how far nanotechnology can go in scaling things down is pre-
cisely at this atomic level. When a common material, such as silicon, is
brought down to a collection of just a few atoms, the properties of the bulk
material are no longer valid. Quantum mechanics is needed to understand
the new and exciting properties that arise when playing around with just
a few of those fundamental building blocks, as wonderfully described in
the seminal article There’s Plenty of Room at the Bottom by Richard Feyn-
man.1 The visionary future of Feynman 1 is today’s present, with a very
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rich and broad research field centered around the common denominator of
nanotechnology.

The nanometer sized objects that are simulated, fabricated and charac-
terized in this field can be made in two ways, either by putting atom by atom
together in a bottom-up approach or by cutting a larger block of material
to nanometer size in a top-down approach. The research in this thesis is at
the crossroads between both approaches, combining the field of colloidal
quantum dots with integrated nanophotonic circuits.

1.1.2 Integrated Photonics

The field of photonics studies the application of light quanta or photons in
ways similar, but not limited to the mature field of electronics. It therefore
deals with generating, transmitting, filtering and detecting light in the vis-
ible and infrared region of the electromagnetic spectrum. It ranges from
very practical applications of light as waves in optical components for the
telecommunication industry to theoretical studies of light as particles in
quantum cryptography.

Similar to the shift of electronics from separate electronic components
to integrated microelectronic chips, integrated photonics tries to realize
complex optical functions on a single chip. Possible applications include
all-optical transceivers for fiber-to-the-home internet distribution2, optical
interconnects for communication between separate microprocessor cores3,
label-free biosensing of DNA4 and other biochemical substances and gas
sensing5.

To realize these optical functions on a chip, waveguides are etched into
the chip, which by total internal reflection not only confine the light, but
guide it around bends and corners. This very basic building block is used
to make more advanced components. The most important photonic build-
ing blocks are ring resonators, where a ring-shaped waveguide provides the
necessary interference to create a very sharp optical filter. Periodic pat-
terns, known as gratings, can be etched in the surface of a waveguide. The
coherent scattering from these gratings can send the light in a very specific
direction, depending on the wavelength of the light. Gratings are there-
fore used to couple light in and out of the optical chip to characterize the
performance of the optical circuits on the chip.

More than by application, the research of integrated photonics is fo-
cused on a specific material used for the optical chip. Therefore, the term
silicon photonics refers to integrated photonics in silicon. Compared to
III-V materials and polymers, silicon has the advantage of having a high
refractive index, and hence a high refractive index contrast with both glass
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and air, which makes the typical dimensions of the photonic circuit smaller.
Moreover, as the preferred material system in the electronics industry, it is
fully compatible with the fabrication techniques and facilities used in the
mature microelectronics industry and can easily be combined with electron-
ics for richer, more complex applications. The drawback is that silicon is
a passive material, meaning that light generation and nonlinear phenomena
are inefficient and difficult to achieve. Moreover, silicon is not transparent
in the visible range of the electromagnetic spectrum. To solve this latter is-
sue, the field of silicon photonics very recently broadened to include silicon
nitride (Si3N4) as the material guiding light.

Heterogeneous Integration

To solve the former issue, research has attempted to integrate other active
materials on silicon photonic circuits. For the specific application of light
generation, significant advances have been made by bonding active III-V
chips to the top of a silicon photonic circuit.6 The success of electrically
pumped III-V microdisk lasers coupled to a silicon photonic circuit7 have
made them the work horse of today’s silicon photonic circuits. However,
the field is still very active, with different designs, working principles and
active materials being explored. It is in this philosophy that we look into
colloidal quantum dots (QD) as an alternative material for light generation
on the silicon photonics platform.

1.1.3 Colloidal Nanocrystal Quantum Dots

What’s in a name?

Eventhough the use and application of colloidal nanocrystals goes back
thousands of years, it is only until recently — with the advent of nanotech-
nology — that advances were made to understand, control and engineer
these tiny crystals. Brus et al.8;9 and Efros et al.10;11 pioneered the field by
studying semiconductor clusters of few hundred to thousand atoms. Even-
though their size was in the 1 to 10 nm range, the atoms still arranged
themselves on the regular bulk lattice of the crystal and hence they were
called nanocrystals. The electronic properties did differ from the bulk crys-
tal. They noticed that the band gap energy shifted towards higher energies
(or shorter wavelengths) with decreasing size, an effect known as quantum
confinement. As such the small nanoscale spherical crystals were coined
quantum dots. Brus studied colloidal QDs, i.e. dispersed in a solvent, while
Efros focused on quantum dots in glass solid matrices. It was not until 1993
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with the work of Murray, Norris and Bawendi that the modern way of mak-
ing colloidal nanocrystal QDs via hot injection of organo-metallic cadmium
chalcogenide precursors was born.12 This leap forward in the wet chemi-
cal synthesis of QDs delivered high quantities of monodisperse (i.e. all of
similar size) QDs, which were easily tunable in size, absorption and emis-
sion wavelength and opened up a completely new field of research on the
synthesis13;14, surface chemistry15, optical16, electrical properties17 and
applications of colloidal nanocrystal QDs.18

Quantum Confinement

As we confine the movement of an electron to only a few hundred atoms,
the quantum confinement will become noticeable below a size known as
the Bohr radius of the electron. Confining the electron to an infinite spher-
ical potential well leads with the Schrödinger equation to a well known
quantized increase of the energy of the electron:

Ewell =
~2β2

nl

2meL2
(1.1)

Here βnl are the nth roots of the spherical bessel function of the first kind
jl(x), n and l are integer quantum numbers, me is the electron mass and L
is the dimension of the spherical well. Note that a series of discrete energy
levels are created within the potential well and the energy spacing of the
levels reduces with increasing energy.

In a semiconductor nanocrystal this confinement energy is added to the
band gap energy of the electron (or hole) in the bulk semiconductor. More-
over, the confinement of the electron and hole to a small volume leads to
non-negligible Coulomb interaction between the electron and hole, and the
electron or hole with its own image charge. This usually results in a net-
attraction of electron and hole into a quasi-particle known as an exciton.
This bound electron-hole pair typically has a lower energy. These contri-
butions were summarized by Brus 8 into the sizing curve relating energy to
QD size:

E(R) = Eg +
~2π2

2µexR2
− 1.8e2

4πεR
(1.2)

Here 1/µex = 1/m∗e + 1/m∗h is the effective exciton mass, e is the funda-
mental charge and ε is the dielectric constant of the medium. For small
sizes, the confinement energy dominates, resulting in an increasing en-
ergy with decreasing diameter. This tunability of the first exciton energy
is nicely illustrated by the emission colour of a series of differently sized
QDs (see Figure 1.1).
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Figure 1.1: Emission colour of a series differently sized CdSe QDs under
illumination with a UV lamp shows the effect of quantum confinement.

Types of Colloidal Quantum Dots

From the first CdSe QDs, the field of colloidal semiconductor QDs has
significantly advanced. Differents sizes, shapes (dots, rods19, tetrapods20,
sheets21,...) and combinations22;23 of CdX (X=S, Se, Te) in the visible
range of the spectrum and PbX in the infrared range of the spectrum dom-
inate the library of materials available today. The toxicity of cadmium and
lead are currently driving the field into different material systems, such as
CIGS24 (copper indium gallium selenide/sulfide compounds) or CZTS25

(copper zinc tin selenide/sulfide). However the main driving forces remain:
a material with tunable optical and electrical properties that is easy to make
and solution processable. The applications include bio-imaging26, solar
cells27, light generation for lasers28 and light-emitting diodes29;30, nonlin-
ear switching31 and light detection32.

1.2 Definition of the Problem

Colloidal QDs, synthesized in the proper way, are highly luminescent ma-
terials, with quantum yields (QY) often close to 100%. Together with the
tunability of the emission wavelength with size and the ease of a solution
processable material make them ideal candidates for heterogeneous integra-
tion onto the passive silicon photonics platform with the aim of generating
light.

Light generation by a material is a conversion process, where energy is
transferred to the material, either by optical pumping (i.e. the absorption of
a pump photon) or by electrical pumping (i.e. the injection of an electron
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and/or hole) and subsequently released again by the emission of a photon
with an energy specific for that material. The emission process can be either
spontaneous or stimulated by another photon.

Colloidal QDs are very efficient spontaneous emitters, meaning that the
probability of emission is higher than the probability of losing the energy
in any other (non-radiative way). However as a stimulated emitter, specifi-
cally in the regime of gain, where a resonant beam of light is amplified —
a necessary condition to make a laser — QDs are very inefficient, meaning
that non-radiative pathways of losing the excess energy are very probable.
This is in the nature of the QD itself, as it needs multiple excitons to be
present for gain to appear. Several solutions have been proposed in litera-
ture, and all involve making more complex QDs by combining two or more
semiconductors in heterostructured QDs, varying the QD composition and
changing the QD shape.

1.3 Thesis Outline

In this multidisciplinary thesis, we focus on a few major roadblocks on the
way to competitive and high performance applications of colloidal QDs in
integrated photonic circuits:

• improving our understanding of the hot-injection synthesis by com-
bining theory with chemical experiments

• optically characterizing PbSe/CdSe heterostructured QDs and link-
ing this to simulations of the opto-electronic properties

• designing and testing a platform technology for embedding colloidal
QDs into silicon nitride integrated photonic structures

In Part I we explore the physical chemistry of the hot-injection synthe-
sis of colloidal QDs. A profound understanding of this synthesis method
is needed as a tool to engineer the properties of QDs in a smarter, more
cost-effective and efficient way. This results in a faster turn-around time
of the methodological cycle of designing a synthesis, optimizing the new
material, characterizing its properties and feeding the results back into the
design phase. We start from a theoretical framework available in literature
and combine the formation of monomers, nucleation and QD growth into a
single numerical model. We aim to map the parameter space of the model,
which includes concepts as monomer solubility, monomer generation rate
and surface tension, to the real world parameters of a colloidal chemists,
who can tune the temperature, the precursor concentration, the amount of
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carboxylic acid, etc in the synthesis. We show that our simulation model
agrees very well with the dynamics of an established model CdSe synthesis
and are able to link several theoretical parameters to experimental changes.

In Part II we take a new class of infrared emitting QDs, heterostructured
PbSe/CdSe dot-in-dot and run them through in-depth optical testing. In
Chapter 4 we compare the linear absorption of PbSe/CdSe core/shell QDs
with the more common PbSe parent QDs. We show that the sizing curve
and the absorption oscillator strength remain unaltered by the addition of a
CdSe shell. However, the change in the local dielectric environment by the
CdSe shell makes the absorption coefficient at energies well above the band
gap dependent on the ratio between the shell volume and the total QD vol-
ume Vshell/VQD. In Chapter 5 we explore the spontaneous emission prop-
erties of highly luminescent PbSe/CdSe QDs (QY ' 30− 60%). We show
that the longer emission lifetime is caused by a lower emission oscillator
strength compared to PbSe QDs. This reduction is more than likely due
to an increased fine-structure splitting of the 8-fold degenerate bulk band
gap because of the CdSe shell. In Chapter 6 we use transient absorption
spectroscopy to show that intraband absorption, forbidden in first order for
bulk semiconductors, is allowed in colloidal QDs. The intraband absorption
both in PbSe and PbSe/CdSe QDs contributes to the difficulty of achieving
transparency and gain in these QDs, yet below the band gap, in the energy
range between 1600 nm and 2200 nm, intraband absorption could be used
for zero-insertion loss optical modulators. Finally we study the transient
absorption signal around the band gap. By extracting the Auger lifetime
for PbSe/CdSe QDs we show that Auger recombination is not reduced by
the addition of the CdSe shell. We further explain the spectral shape of the
bleaching signal using a state-filling model including the effects of multi-
exciton shifts and increased fine-structure splitting.

In Part III we develop a platform technology for embedding QDs in sil-
icon nitride. We use visibly emitting cadmium based QDs, which were
shown to have improved gain properties, to fabricate free-standing mi-
crodisks as a demonstrator of this technology. In Chapter 7 we explore the
theory of these microdisks and investigate the coupling of the active QDs to
the resonator using a QD-microdisk rate equation model. These highlight
the conditions needed to achieve lasing using these QDs. In Chapter 8 we
elaborate on the newly developed fabrication flow for hybrid QD-silicon
nitride photonic structures. Finally we test the active microdisks using sev-
eral techniques. We show that the QDs couple very well to the whispering
gallery modes of the resonators, yet that the loading conditions, the gain
properties and the stability of the QD-silicon nitride stack is insufficient to
sustain QD-microdisk lasing.
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2
Kinetics of Colloidal Quantum Dot

Formation in the Hot Injection Method

2.1 Introduction

2.1.1 Hot Injection Method

The synthesis of QDs with sharp size distributions at desired mean sizes
and high reaction yields is key for the efficient screening of new materials
and the development of colloidal QD applications. Until now two concepts,
i.e. burst nucleation and focusing, are mainly applied in colloidal synthesis
to achieve narrow size distributions.1 In the hot injection synthesis, burst
nucleation is supposedly achieved by the injection of reaction precursors at
a high temperature, which leads to a high degree of supersaturation. This
should result in a short nucleation event, which is stopped by the resulting
drop of the supersaturation and the temperature. Next, it is assumed that nu-
cleation is followed by a continuous growth at a lower temperature, thereby
maintaining the initial sharp size distribution during the growth phase. In
addition, it was shown that specific reaction conditions can even improve
an initial size distribution.2 This so-called focusing is based on the fact that
when growth is limited by the diffusion of reagents to the QDs, the increase
of the QD radius rQD with time drops as 1/rQD. Since smaller particles
grow faster than bigger particles under this condition, the initial particle
size distribution narrows during growth.
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2.1.2 Size and Reaction Yield Tuning

The hot injection concept led to the development of synthesis schemes that
allow for a control of the mean size of the QDs by the reaction time.3–10

Although highly successful, these procedures have an intrinsic drawback:
QDs with a size smaller than the size reached after focusing (a size referred
to as the post-focused size dPF ), which often coincides with a reaction yield
close to unity2, are only obtained at the expense of a reduced reaction yield
and a suboptimal size dispersion. This is problematic when small QDs are
targeted or in the context of reaction up scaling. Therefore, the development
of strategies enabling the preparation of monodisperse batches of colloidal
QDs with different diameters at the end of the reaction is of key importance.

A number of literature examples indicate possible approaches in this
respect. Various authors have shown for CdSe and CdS QDs synthesized in
non-coordinating solvents that a decrease of the concentration of carboxylic
or phosphonic acids leads to a reduction of the QD diameter.11–15 Alterna-
tively, in the case of InP and CdSe, it was shown that the number of QDs
can be tuned by the precursor concentrations12;16 together with the final QD
diameter.11 In addition to these studies, recent work on the kinetics of the
hot injection synthesis showed that the actual solute or monomer is formed
in-situ in the reaction mixture out of the injected precursors.17;18 Although
this has been taken into account in rate equation based models for the for-
mation of colloidal nanocrystals,19 there is as yet no link between these
models and the above mentioned strategies for size control. This hampers
the development of high yield syntheses, which is an important limiting
factor for large-scale applications of colloidal nanocrystals.

2.1.3 Design of Experiment Synthesis

With the advent of high-throughput screening studies11;20 of the hot injec-
tion synthesis, a new direction in the research field aims at finding relations
between the reaction conditions and the properties of the synthesized NCs,
such as size and size dispersion. Importantly, by means of reaction sim-
ulations, this search for reaction chemistry/nanocrystal property relations
can be linked to an improved understanding of the hot injection synthesis.
As a result, a rational design of experiment (DOE) can tailor the synthesis
conditions to the specific needs of the application at hand, possibly in more
automated and complex ways.

In Section 2.5, we use a comprehensive model of nucleation and growth
that combines classical nucleation theory with the concept of monomer for-
mation to demonstrate that the formation rate of the solute can be used to
control dPF . Experimentally verifiable fingerprints of this simulated syn-
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thesis are a three stage development of the size dispersion from defocusing
to focusing to defocusing, where the minimum in the size dispersion is
reached close to full yield, and a reaction yield development that is deter-
mined by the rate of solute formation. We show that the time-development
of a CdSe synthesis, which is optimized for small sizes21, is fully in line
with the basic features of this model synthesis. Based on this correspon-
dence, we explore the tuning of the post-focused size by the reaction rate
by varying the precursor concentrations and the reaction temperature. In
line with the model predictions, we find that the reaction rate is a powerful
reaction variable to steer the outcome of a hot injection synthesis at full
yield and narrow size dispersion.

An alternative reaction chemistry/nanocrystal property relation used for
nanocrystal size tuning in the hot injection synthesis that often appears in
the literature, albeit not always used on purpose, is that between the con-
centration of the free acid and the nanocrystal size. For various materials,
including II-VI,14;15;20;22 III-V23;24 and IV-VI7;25 semiconductors and var-
ious metal oxides,26 it is observed that dQD increases with the carboxylic
acid concentration. Several authors interpret this relation as resulting from
an enhanced reactivity during the nucleation stage at lower free acid con-
centrations.7;15;20;25 Opposite from this, Owen et al. 12 showed in a quan-
titative study on CdSe QDs synthesized using phosphonic acids, that a re-
duction of the phosphonic acid concentration systematically leads to the
formation of more QDs, while the overall reaction rate remains unchanged.

In Section 2.6, we use a combination of reaction simulations and ex-
perimental synthesis screening to understand the role of free acids in the
hot injection synthesis. As a starting point, we consider that cation pre-
cursors are usually brought in solution as coordinated complexes, where
in particular carboxylic (CA) or phosphonic acids are often used complex-
ing agents. Therefore, free acids may also stabilize the actual solute or
monomer, thereby enhancing its solubility. In line with this assumption,
we use reaction simulations to show that increasing the monomer solubi-
lity at constant reaction rate results in larger nanocrystals since monomer
consumption by growth is enhanced relative to consumption by nucleation.
Next, this size tuning concept is experimentally confirmed again by means
of a CdSe synthesis that has been used before to demonstrate high through-
put11 and design-of-experiment synthesis optimization20. For this reaction,
we find that the reaction rate is independent of the CA concentration while
dQD increases with the CA concentration. The correspondence between
experiments and simulations indicates that free acids indeed affect the out-
come of a hot injection synthesis by changing the monomer solubility.
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2.2 Theoretical Model

2.2.1 Evolution of the QD concentration

The modeling approach used here aims at calculating the time evolution of
two central quantities. The first is the concentration distribution c(r, t) of
QDs, where the product c(r, t)dr yields the concentration of QDs with a
radius between r and r + dr at time t. The second is the supersaturation
S(t), which is defined as the ratio between the actual concentration of the
monomer and its equilibrium concentration. The change of the c(r, t) with
time is determined by the nucleation of QDs and by their growth or dissolu-
tion. The concentration of QDs with a radius in a control element between
r and r −∆r, written as ∆c, at time t is given by:

∆c = c(r, t)∆r (2.1)

Focusing first on the change of this concentration within a time span ∆t
due to QD growth or dissolution, this can be seen as a difference between a
flux of QDs entering the control element at r −∆r and leaving the control
element at r + ∆r. Hence, we have:

d∆c

dt
∆t =

∂c(r, t)

∂t
∆r∆t

= c(r −∆r)
dr

dt

∣∣∣∣
r−∆r

∆t− c(r) dr
dt

∣∣∣∣
r

∆t (2.2)

If we define the QD growth rate jG as the change of the QD radius with
time (i.e., jG = dr/dt), this becomes a simple continuity equation:

∂c(r, t)

∂t
= − ∂

∂r
(jGc) (2.3)

2.2.2 QD Growth Rate

Equations

A general expression for jG, which takes into account both the diffusion
of monomers to the QDs and the reaction of the monomer (adsorption or
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desorption) with the QD surface has been proposed by Talapin et al. 27 :

jG =
dr

dt

= Dν0NA [M ]0

 S − exp
(

2γν0

rkBT

)
r + D

k∞g
exp

(
α 2γν0

rkBT

)


= Dν0NA [M ]0

 S − exp
(

2γν0

rkBT

)
r +

D[M ]0
k∞d

exp
(
α 2γν0

rkBT

)
 (2.4)

Here,

D is the monomer diffusion coefficient

ν0 is the molecular volume of the QD material,

NA is Avogadro’s number,

[M ]0 is the solubility of the monomer,

γ is the surface tension of the QD,

kB is Boltzmann’s constant,

k∞g /k
∞
d are the rate constants for crystal growth (g) and dissolution (d)
for a flat (∞) surface

α is the transfer coefficient of the crystal growth reaction.

Interpretation

Although this expression has been extensively discussed in literature, it re-
mains instructive to take a look at its main features. As shown in Fig-
ure 2.1a, equation 2.4 accounts both for the dissolution (negative growth
rates) and the growth (positive growth rates) of the QDs. The radius at
which jG is zero is the so-called critical radius rc. Looking more closely at
the positive growth rates, one sees that it is composed of a region with pos-
itive slope followed by a region with negative slope. In the former region,
the larger a QD, the higher its growth rate, which leads to a defocusing
of the size distribution. In the latter region, smaller particles grow faster,
meaning that the size distribution focuses. Importantly, the initial defocus-
ing regime spreads over a wider diameter range with lower supersaturation
(see Figure 2.1b).
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 Figure S1. (a) Quantum dot growth rate calculated according to eq. (2) with the parameters as 
given in the Supporting Information for different values of the supersaturation S. (b) idem in 
logarithmic scale. (c) Nucleation rate calculated according to eq. (5) with the parameters as given in 
the Supporting Information. The grey region indicates nucleation rates from 0.1 M/s to 0.1 M/s.  
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up of a steady state concentration of embryos, i.e., particles with a radius smaller than cr . We will not 

attempt to describe this embryo concentration, yet we include nucleation in the model as a source term 

Figure 2.1: (a) Quantum dot growth rate calculated according to eq. 2.2
with the parameters as given in Table 2.1 for different values of the
supersaturation S. (b) idem in logarithmic scale. (c) Nucleation rate

calculated according to eq. 2.4 with the parameters as given in Table 2.1.
The grey region indicates nucleation rates from 0.1 M/s to 0.1 µM/s.

2.2.3 QD Nucleation Rate

Equations

In classical nucleation theory, the formation of nuclei at the critical radius
rc follows from the build-up of a steady state concentration of embryos, i.e.,
particles with a radius smaller than rc. We will not attempt to describe this
embryo concentration, yet we include nucleation in the model as a source
term that describes the formation of QDs with a radius rc at a rate JN .
Doing so, the overall time evolution of c(r) reads (the indices G and N
refer to growth and nucleation, respectively):

∂c

∂t
=
∂c

∂t

∣∣∣∣
G

+
∂c

∂t

∣∣∣∣
N

= − ∂

∂r
(jGc) + JNδ(r − rc) (2.5)

For rc and JN , we take the expressions of classical nucleation theory, which
read:28

rc =
2γν0

kBT lnS
(2.6)

JN =
2D

ν
5/3
0

exp

(
− 16πγ3ν2

0

3(kBT )3(lnS)2

)
(2.7)
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Interpretation

Also in this case, it is instructive to look at the dependence of JN on S.
Presuming that a QD synthesis yields about 100 µmol of particles in 10 mL
(i.e., 10−2 M), nucleation will take from 0.1 s to about 1 hour for nucleation
rates ranging from 0.1 M/s to 0.1 µM/s. Due to the extremely high prefactor
in eq. 2.7, these nucleation rates are obtained for supersaturations where the
exponential term is much smaller than one. As a result, small changes in S
will strongly affect the nucleation rate. As shown in Fig 2.1c, a change of
S from about 150 to about 450 suffices to sweep the nucleation rate from
the lower limit of 0.1 µM/s to the upper limit of 0.1 M/s.

2.2.4 Precursors, Monomers and Supersaturation

From precursor to monomer

Importantly, both jG, rc and JN depend on the supersaturation S, which is
a time-dependent quantity itself. Following recent literature results,12;17;18

we assume that the time evolution of S is determined by the generation of
the monomer from the precursors and by its consumption through the nu-
cleation and the growth of nuclei. To simplify, we regard the precursors and
the monomer as the monomolecular species P and M, respectively, without
specifying their chemical nature. In this way, the formation of QDs can be
described as:

P→ M↔ QD (2.8)

Following this overall reaction scheme, we can define S more precisely as
the ratio between the monomer concentration [M ] and the monomer solu-
bility [M ]0:

S =
[M ]

[M ]0
(2.9)

Evolution of the Monomer Concentration

The concentration of monomers changes due to the generation of new monomers
and due to a change of the number of monomers incorporated in the QDs, a
number we will call MQD. This number can be linked to the concentration
distribution c(r, t) as follows:

MQD =

∫ ∞
0

4πr3

3ν0
c(r, t)dr (2.10)



24 KINETICS OF HOT INJECTION

By means of eq. 2.5, the time derivative dMQD/dt can be obtained as fol-
lows:

dMQD

dt
=

∫ ∞
0

4πr3

3ν0
c(r, t)dr

=
4πr3

3ν0
JN −

∫ ∞
0

4πr3

3ν0

∂

∂r
(jGc(r, t))dr (2.11)

Using this expression, the time derivative dS/dt is readily obtained as:

dS

dt
=

1

[M ]0

(
GM −

4πr3

3ν0
JN +

∫ ∞
0

4πr3

3ν0

∂

∂r
(jGc)dr

)
(2.12)

Ostwald Ripening and QD dissolution

Since the expression for jG (see Eq. 2.4) covers both QD dissolution and
growth, stopping the integration in the last term of the right hand side of
eq. 2.8 at rc describes the rate of monomer formation JM,diss due to the
dissolution of QDs with a radius smaller than rc:

JM,diss = − 1

[M ]0

∫ rc

0

4πr3

3ν0

∂

∂r
(jGc)dr (2.13)

This expression can be used to estimate the rate of Ostwald ripening, the
effect where larger QDs grow at the expense of dissolving smaller QDs.

Evolution of the Precursor Concentration

Finally, the monomer generation rateGM also determines the change of the
precursor concentration [P ] with time:

d[P ]

dt
= −GM = −k1[P ] (2.14)

To concentrate on concepts rather than on the details of a specific synthesis,
we assume in the above expression that the generation rate depends in first
order on the precursor concentration [P ].

2.3 Simulated Synthesis

2.3.1 Implementation and Parameters

The coupled differential equations as outlined in the manuscript were im-
plemented in COMSOL Multiphysics. A one-dimensional simulation do-
main for the nanocrystal radius ranging from 0 to 4 nm was divided in
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Symbol Parameter description Value Unit
D monomer diffusion coefficient 1 10−9 m2/s
ν0 molecular volume 5.6 10−29 m3

[M ]0 monomer solubility 4 10−8 mol/m3

γ QD surface tension 0.2 J/m2

T temperature 533.15/260 K/◦C
k∞g surface growth rate constant 50 m/s
k1 first order monomer generation

rate constant
0.08333 s−1

[P ]i initial precursor concentration 0.01667 mol/L

Table 2.1: Parameter values used for the reference simulation as shown in
Figure 2.2

512 elements. From 0 to 0.2 nm an absorbing boundary condition was
implemented to account for nanocrystal dissolution into monomers. The
nucleation term was implemented as a Gaussian function with a width of
0.01 nm, centered 0.1 nm above the critical radius. The monomer diffu-
sion coefficient D was chosen according to literature values for free oleic
acid ligands obtained from diffusion NMR. The molecular volume ν0 is
the volume of a single CdSe unit in the zincblende CdSe unit cell. The
surface tension γ and the monomer solubility [M ]0 were adjusted to yield
a realistic nucleation radius of ∼0.5 nm and a final QD concentration and
radius comparable to what is obtained in the experiments. The surface ten-
sion was kept constant for all simulations. The surface growth rate constant
k∞g was chosen to be in the diffusion limited growth regime. However, the
ratio of the surface dissolution rate constant and the surface growth rate
constant equals the monomer solubility.27 To model the effect of variations
of the solubility, we have assumed that a change in the solubility results in
a change of the surface growth rate constant, and not the surface dissolu-
tion rate constant, rationalized by the concept that the rate of dissolution is
influenced mostly by the ligands bound to the surface, not the ligands in so-
lution. The magnitude of the first order monomer generation rate constant
was set equal to the experimental value for the product k2[PSe] obtained
from the experimental yield development. Especially in terms of reaction
speed, the values for k1 (0.0833 s−1) and [M ]0 (2 10−10 mol/L) imply a
fast reaction with a low monomer solubility. For the initial precursor con-
centration used, a supersaturation S of 100 is reached within 10 µs and a
reaction yield of 99% within about 1 minute.
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Symbol Parameter description Value Unit
D monomer diffusion coefficient 0.5 10−9 m2/s
ν0 molecular volume 1.33 10−29 m3

[M ]0 monomer solubility 2 10−8 mol/m3

γ QD surface tension 0.2 J/m2

T temperature 508.15/235 K/◦C
k∞g surface growth rate constant 5 10−7/[M ]0 m/s
k1 first order monomer generation

rate constant
0.02333 s−1

[P ]i initial precursor concentration 0.01667 mol/L

Table 2.2: Parameter values used for the simulations as shown in
Figure 2.16,2.17 and 2.18

2.3.2 Typical Simulation Result

Figure 2.2 represents the outcome of a typical model synthesis, representa-
tive of a fast reaction with a low monomer solubility (see Table 2.1 for the
parameter values used). Apart from the nucleation stage, the time evolu-
tion of the concentration distribution c(r, t) (see Figure 2.2a) resembles the
result obtained by Rempel et al. 19 who kept track of all possible n-clusters
in the system. Looking at the development of the QD concentration, [QD]
(see Figure 2.2b), one sees that there are two main regions in the reaction
development: a first in which [QD] increases because of nucleation of new
QDs (region 1) and a second where [QD] decreases due to Ostwald ripening
(regions 2a and 2b).

Nucleation

In the initial stage of the nucleation (region 1), the generated monomers are
mainly consumed by the nucleation of QDs (Figure 2.2d). Importantly, this
implies that the initial nucleation rate and therefore S and rc are set by the
rate of the monomer formation. As a result, [QD] increases with time and
the initial size distribution is narrow and centered around a fixed radius.

Reaction Driven Growth

With the rise of [QD], an increasing part of the generated monomers is
used for the growth of existing QDs at the expense of nucleation. The
dropping nucleation rate results in a reduction of S, and thus an increase
of rc (see Figure 2.2c). When rc falls within the concentration distribution
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Figure 2.2: (a) Concentration distribution c(r, t) obtained with the initial
parameters as given in Table 2.1. The color scale indicates an increase of c
in the direction yellow-orange-red-black. The gray line marks the critical
radius, rc. (b) Change of (red) QD concentration and (blue) reaction yield
as a function of time. (c) Change of (full red) QD diameter, (dashed red)
critical radius, and (blue) size dispersion as a function of time. Indicated

are (orange) the maximum and (green) the minimum of the size
dispersion. (d) (bold red line) Monomer generation rate, (dashed red line)

monomer consumption rate by nucleation, and (red line) monomer
consumption rate by growth. All rates are given relative to the initial
monomer formation rate. (blue) Fraction of the monomer generation

resulting from particle dissolution.
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(Figure 2.2a), particles with a radius rQD below rc will dissolve (Ostwald
ripening). This results in a maximum [QD], determined by a balance be-
tween the dissolution of existing QDs and the nucleation of new QDs. This
indicates that Ostwald ripening may occur in parallel with nucleation and
is not limited to the end of the reaction, when the monomer concentration
is depleted.29 Opposite of Kwon et al. 1 we find no bimodal concentration
distribution in the nucleation region. Since for radii close to rc, the QD
growth rate drQD/dt increases with rQD (see Figure 2.1),27 the onset of
QD growth leads to a strong increase of the size dispersion, σd, defined
here as the ratio between standard deviation of the particle size distribution
and rQD (defocusing, Figure 2.2c).

After the concentration maximum, the contribution of nucleation to the
consumption of monomers becomes negligible and the reaction enters a
regime in which the monomer generation mainly drives nanocrystal growth
(region 2a). This results in a pronounced increase of rQD and a reduction of
σd (focusing, between orange and green lines in Figure 1c), which is linked
to an increasing difference between rQD and rc (Figure 2.2c). Opposite
of the original description of size distribution focusing,29 Ostwald ripening
is not absent during focusing, but its effect is small and [QD] is almost
constant.

Ripening Driven Growth

With increasing reaction time, the monomer generation rate drops, which
results in a reduction of the QD growth rate and a progressive decrease of
S. Therefore, the difference between rQD and rc goes down again (Fig-
ure 2.2c) and Ostwald ripening becomes the dominant growth process (re-
gion 2b). Hence, σd reaches a minimum and further QD growth occurs
only at the expense of defocusing and a drop in [QD] (Figure 2.2b,c). Im-
portantly, the minimum of σd corresponds to a reaction yield of 90%. In
view of size control at almost full yield, this is an ideal point to stop the
reaction, especially since the transition from reaction-driven growth to Ost-
wald ripening shows a relatively wide time span in which the reaction has
reached almost full yield, rQD rises slowly, and σd is close to its minimum.
This shows the relevance of strategies to tune the diameter at the end of the
focusing, i.e., the postfocused diameter dPF .

The Focusing Criterion rQD/rc

The connection between size distribution focusing and the difference be-
tween rQD and rc that follows from the modeling (Figure 2.2c) has been
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appears that both regimes are indeed associated to different values of crr . On the other hand, a critical 

size-focusing coefficient of about 1.55 is smaller than the value of 2 predicted by Clark et al.. Possibly, 

this is related to the different expression we use here to express the nanocrystal growth rate.  

  

 
Figure S2. (Blue) size dispersion d and (red) size-focusing coefficient r/rc as obtained for the 
model synthesis shown in Fig. 1. The green lines indicate the points where size distribution focusing 
starts (maximum of d) and ends (minimum of d). The gray line separates the region with 
r/rc<1.55 from that with r/rc>1.55. One sees that focusing occurs when r/rc

 
>1.55 

S5. Integrated rate equations 

S5.1 Monomer generation rate first order in Cd 

Under the assumption that the monomer generation rate GM

CdSeCdCd
CdSe nnknk
dt

dn
0,11

 is first order in the Cd precursor and the 

monomer concentration is quasi stationary, the rate of CdSe formation can be written as: 

 (S15) 

This rate equation is readily integrated, yielding: 

tk
CdCdSe enn 110,  (S16) 

In the manuscript, the above expression is used for a first analysis of the experimental buildup of CdSe 

as a function of time (Fig. 4).  

S5.2 Monomer generation rate second order in Cd 

Under the assumption that the monomer generation rate GM is second order in the Cd precursor and the 

monomer concentration is quasi stationary, the rate of CdSe formation can be written as: 

Figure 2.3: (Blue) size dispersion σd and (red) size-focusing coefficient
r/rc as obtained for the model synthesis shown in Figure 2.2. The green

lines indicate the points where size distribution focusing starts (maximum
of σd) and ends (minimum of σd ). The gray line separates the region with
r/rc < 1.55 from that with r/rc > 1.55. One sees that focusing occurs

when r/rc > 1.55

proposed before by Sugimoto 30 and was the subject of a recent theoreti-
cal study on focusing during nanocrystal growth by Clark et al. 31 . Briefly,
these authors argue that focusing will occur when rQD/rc exceeds 2.

In Figure 2.3, we plot the ratio r/rc found for the model synthesis
shown in Figure 2.2. The green lines indicate the moments where size
distribution focusing starts and ends. At both turnover points, we find a
size-focusing coefficient of about 1.55, which shows that the size distribu-
tion broadens when r/rc < 1.55 (grey background), while it sharpens when
rc > 1.55 (white background). Hence, it appears that both regimes are in-
deed associated to different values of r/rc . On the other hand, a critical
size-focusing coefficient of about 1.55 is smaller than the value of 2 pre-
dicted by Clark et al. 31 Possibly, this is related to the different expression
we use here to express the nanocrystal growth rate.

Limiting Monomer Formation Rate

Figure 2.2d represents the three terms contributing to the change of the
monomer concentration: monomer generation (GM , bold line) and monomer
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consumption by growth (JG, full line) and by nucleation (JN , dashed line).
One sees that for the fast reaction modeled here, the sum of JN and JG
is always equal to GM . Returning to the model, this implies that the su-
persaturation S is quasi-stationary; that is, dS/dt is small with respect to
these three rates. Therefore, the initial nucleation rate is set by the initial
monomer generation rate. This implies that the latter may be used to adjust
the total number of particles nucleated and, therefore, dPF , a concept we
will further explore in Section 2.5.

2.4 Experimental CdSe Synthesis

To verify the predictions of the simulations, we use a synthesis for zinc-
blende CdSe QDs, based on the injection of trioctylphosphine selenide
(TOP-Se) in a solution of Cd stearate (Cd(StA)2), hexadecylamine (HDA),
and stearic acid (StA) in octadecene (ODE).21 The typical development of
the absorption spectra during the synthesis is shown in Figure 2.4a. A rel-
atively sharp absorption peak corresponding to the first exciton transition
(λ1S-1S) is observed even in the beginning of the reaction. With increasing
reaction time, λ1S-1S shifts to longer wavelengths, reflecting QD growth.
Figure 2.4b gives the corresponding change of dQD and σd with time. In
line with the model synthesis, the growth almost stops after σd has reached
its minimum. Further, a pronounced increase of nQD is observed in the
beginning, accompanied by an increase of σd. When this defocusing turns
into focusing, nQD remains largely constant within the errors of the mea-
surement, in line with the reaction-driven growth regime that appeared in
the model synthesis. Moreover, at the end of the focusing regime, the reac-
tion has reached almost full yield. With such a high yield at the postfocused
diameter and the almost perfect agreement with the model synthesis, this
particular reaction is well suited to investigate the modeling results in terms
of tuning dPF by the reaction rate.

2.4.1 CdSe Formation Rate

A key element of the modeling work is that a change of the monomer for-
mation rate enables a tuning of dPF . Hence to implement and understand
this tuning strategy, the kinetics of the monomer formation reaction must
be known. In the model synthesis, the rate at which CdSe is formed (the
CdSe formation rate) equals the rate of monomer generation. To verify this
for the experimental synthesis, Figure 2.5a plots the amount of TOP-Se
(nTOP-Se) - as determined using 31P NMR - and CdSe (nCdSe) in the reac-
tion mixture as a function of time. Since the sum of both is a constant,
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Figure 2.4: (a) Development of the absorption spectrum of CdSe QDs
during a standard synthesis (nCd,0 = 0.2 mmol, nSe,0 = 2 mmol, 245◦C
/230◦C injection/growth temperature). (b) Time development of (red

circles) the QD diameter d and (blue squares) the size dispersion. (c) Time
development of the number of QDs (nQD, red circles) and the amount of
CdSe formed (nCdSe, blue squares). The full lines are guides to the eye.

The horizontal blue line indicates the 100% yield level.

the disappearance of TOP-Se is balanced by the formation of CdSe. This
means that the monomer concentration is quasi-stationary, in line with the
model synthesis, and that the time development of nCdSe reflects the kinet-
ics of the monomer generation in the experimental synthesis. Figure 2.5b
shows nCdSe as a function of time for three different combinations of nCd,0
and nSe,0 under conditions of a 10-fold excess of Se. The thin horizontal
lines indicate the 100% yield level for the different reactions (Cd-based),
confirming that the Cd precursor is almost completely converted into CdSe
for all three reactions. The full lines represent best fits of the experimental
data to a model where the formation of CdSe depends in first order on nCd:

nCdSe(t) = nCd,0(1− e−k1t) (2.15)

The correspondence between this simple build-up model and the experi-
mental data is surprisingly good.

A closer look at the fitting parameters represented in Figure 2.5c shows
that the fitted value of nCd,0 almost corresponds to the experimental one, as
expected for a yield close to 100%. More importantly, we find that the rate
constant k1 increases proportionally to the precursor concentration. Since
the ratio nCd,0:nSe,0 was kept constant during these experiments, this sug-
gests that the formation of CdSe is determined by a second-order monomer
generation rate, which is proportional either to n2

Cd or to nCd × nSe.
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Figure 2.5: (a) Time evolution of the amount of (red) CdSe (nCdSe), (blue)
TOP-Se (nTOP-Se), and (green) the sum of both (nCd,0, 0.4 mmol; nSe,0,

1 mmol, 245 ◦C /230 ◦C injection/growth temperature). The red and blue
fitting lines are guides to the eye, whereas the green line indicates the

number of moles of TOP-Se effectively injected (0.86 mmol). The
horizontal red line shows the 100% yield level. (b) Time evolution of the
amount of CdSe (nCdSe) for reactions with a nCd,0 : nSe,0 ratio of 1:10,

nCd,0 ranges from (green) 0.1 mmol to (red) 0.2 mmol to (blue) 0.4 mmol,
245 ◦C /230 ◦C injection/growth temperature. The full lines through the
data points represent best fits to eq 2.15. The horizontal lines indicate the
respective 100% yield levels. (c) Fitting parameters, (red) nCd,0 and (blue)
k1, obtained from a best fit of the data shown in (b) to a first-order buildup

curve.
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Figure 2.6: (a) Time evolution of the amount of CdSe formed (nCdSe) for
reactions with initial amounts nCd,0 and nSe,0 as indicated in the legend

(all numbers in mmol), 245 ◦C /230 ◦C injection/growth temperature. The
horizontal lines indicate the respective 100% yield levels. The full lines

through the data points represent best fits using a monomer generation rate
that is first order in PCd and PSe. (b) The same as in (a) using 280 ◦C

/260 ◦C as injection/growth temperature. Note the different scale in the
horizontal axis. The squares and the circles indicate different runs of the

same experiment.
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To investigate this more closely, the development of nCdSe with time
was determined at two different temperatures and for various combinations
of nCd,0 and nSe,0 (Figure 2.6a and b). For these experiments, the concen-
tration of StA and HDA was adjusted proportionally to nCd,0. As demon-
strated in Figure 2.7, the reaction rate does not depend on the concentration
of StA or HDA. Thus, differences in the yield development between differ-
ent experiments directly reflect the influence of the precursor concentration
on the reaction rate. Figure 2.6a and b show that reactions where the prod-
uct nCd,0 × nSe,0 is the same (purple and red data, orange and green data)
have a coinciding slope dnCdSe/dt at t = 0 and, thus, an identical initial re-
action rate. Furthermore, for reactions with the same nCd,0, the initial rate
dnCdSe/dt increases proportionally to nSe,0 (see Figure 2.6a, b and Fig-
ure 2.8). Both elements point towards a rate equation that depends in first
order on nCd and nSe.

To corroborate this conclusion, we have fitted the experimental devel-
opment of nCdSe(t) to a buildup curve based on a formation rate that is
proportional to nCd,0 × nSe,0 (see Figure 2.8). In these fits, a single value
is used for the second-order rate constant k2 and nCd,0 is taken as an ad-
justable variable to compensate for reaction yields slightly different from
100%. As shown in Figure 2.6a and b, the agreement between the data
and the best fit is remarkable and results in second-order rate constants of
0.14± 0.01 L/(s mol) at 230 ◦C and 0.56± 0.05 L/(s mol) at 260 ◦C . The
fact that the formation of CdSe with time follows this simple second-order
rate law, which is independent of the QD size and concentration, confirms
that the CdSe formation is dominated by a monomer generation in solu-
tion and barely by a surface reaction of the separate precursors. Moreover,
the first-order dependence of the CdSe formation rate on nCd and nSe ex-
cludes the possibility that the monomers are in quasi-equilibrium with the
precursors. Indeed, if this would be true, the rate of CdSe formation can be
proportional to nCd,0 × nSe,0 only if the rate of monomer consumption by
nucleation and growth depends in first order on the monomer concentration,
which is not the case (see Eq. 2.7 and 2.1) .

Steckel et al. 17 and Liu et al. 18 proposed a possible mechanism for
the monomer formation in reactions similar to the one used here, involving
the formation of a cadmium selenide complex (binding reaction), which
decomposes further to a CdSe monomer (cleavage reaction):

Cd(OOCR)2 + SePR3
kb←→
k−b

[Cd(OOCR)(SePR3)]+[OOCR]− (2.16)

[Cd(OOCR)(SePR3)]+[OOCR]−
kc→ CdSe+OPR3+O(OCR)2 (2.17)
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Figure S6. Time evolution of the amount of CdSe (nCdSe) for (a) reactions with fixed initial 
concentrations of Cd(StA)2, TOP-Se and StA, and different concentrations of HDA and (b) 
reactions with fixed initial concentrations of Cd(StA)2, TOP-Se and HDA, and different 
concentrations of StA. The legends give the respective ratios nCd,0:nStA:nHDA.The horizontal lines 
indicate the 100% yield levels and the full line is a fit through the datapoints following eq. (S21). 
nCd,0=0.2, nSe,0

 
=2, 245°C/230°C injection/growth temperature. 

S7. 31

 

P NMR analysis 

 
Figure S5. (a) 31P NMR spectrum of the reaction mixture dissolved in toluene-d8 (nCd,0=0.4 mmol, 
nSe,0=1 mmol, 245°C/230°C injection/growth temperature, sample taken after 1 min of reaction time 
) indicating the 31

 

P resonances of TOP, TOP-Se and TOPO. (b) Time evolution of the 
concentrations of (red) TOPO, (blue) TOP-Se and (green) their sum. The red and blue full lines are 
guides to the eye, the full green line indicates the initial amount of TOP-Se in the reaction mixture. 

A typical 31P NMR spectrum of the unpurified reaction mixture samples, suspended in toluene-d8, is 

shown in Figure S5a. Three narrow resonances are observed, each corresponding to one of the P-

containing chemicals present: TOP, TOPO and TOP-Se. Previous 31

TOP-Se and TOPO in toluene-d8 showed that their chemicals shifts correspond to -32, 35 and 42 ppm 

respectively 

P measurements on pure TOP, pure 

4. For quantifying the decrease respectively increase in the amount of TOP-Se and TOPO 

during synthesis, we integrated their respective resonances for all samples after a baseline correction 

Figure 2.7: Time evolution of the amount of CdSe (nCdSe) for (a) reactions
with fixed initial concentrations of Cd(StA)2, TOP-Se and StA, and
different concentrations of HDA and (b) reactions with fixed initial

concentrations of Cd(StA)2, TOP-Se and HDA, and different
concentrations of StA. The legends give the respective ratios

nCd,0:nStA:nHDA. The horizontal lines indicate the 100% yield levels and
the full line is a fit through the data points following a mixed second order

monomer generation rate model32. nCd,0=0.2, nSe,0=2, 245 ◦C /230 ◦C
injection/growth temperature.
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In addition to the global fits shown in Fig. 5 of the manuscript, Fig. S4 shows an additional example of 

buildup curves obtained keeping nCd,0 constant at 0.2 mmol and varying nSe,0 from 0.5 to 1 to 2 mmol 

(the 0.2:0.5 and 0.2:2 curves are also included in Fig. 5). This curve clearly shows that reducing the Se 

concentration slows down the CdSe formation, an effect that cannot be understood based on a CdSe 

formation rate that is second order in Cd. The full lines in Fig. S4 again represent the result of a global 

fit procedure to eq. (S21) using a single rate constant k2 for the three reactions and considering nCd,0 as 

an adjustable variable to accommodate for yields slightly below 100%. Similar to Fig. 5, we find that a 

CdSe formation rate that is first order in both nCd and nSe describes very well the experimental buildup 

curves.   

 
Figure S4. (a) Time evolution of the amount of CdSe formed (nCdSe) for reactions with initial 
amounts nCd,0 and nSe,0 as indicated in the legend (all numbers in mmol), 245°C/230°C 
injection/growth temperature. The horizontal line indicates the 100% yield level. The full lines 
through the datapoints represent best fits using a monomer generation rate that depends in first order 
on nCd and nSe

 
 (see text). 

S6. Reaction rate as function of carboxylic acid and amine concentration 

Figure S6a represents the time evolution of nCdSe for four different reactions in which the only variable 

is the concentration of HDA. We find that the concentration of the amine does not affect the reaction 

rate. Similarly, Fig. S3b shows the time evolution of nCdSe for four different reactions in which the only 

variable is the concentration of StA. In line with the conclusions of Owen et al. on a CdSe QDs 

synthesis based on TOP-Se and phosphonic acids,3 we find that the concentration of StA has no 

influence on the CdSe formation kinetics.  

Figure 2.8: (a) Time evolution of the amount of CdSe formed (nCdSe) for
reactions with initial amounts nCd,0 and nSe,0 as indicated in the legend

(all numbers in mmol), 245 ◦C /230 ◦C injection/growth temperature. The
horizontal line indicates the 100% yield level. The full lines through the

data points represent best fits using a monomer generation rate that
depends in first order on nCd and nSe (see text).

In line with this mechanism, we find that the disappearance of TOP-Se
results in the formation of an equivalent amount of TOPO (see Figure 2.9b).
Hence, assuming that the above reaction scheme applies, the experimen-
tally observed second-order rate equation indicates that the concentration
of the complex is quasi-stationary, which leads to an effective second-order
rate constant, k2,eff = kckb/(kc + k−b). In the limit kc � k−b, this im-
plies that the binding reaction is rate determining, while if kc � k−b, the
binding reaction (eq. 2.16) is in rapid, quasi-equilibrium and the cleavage
reaction is rate determining. A similar result was found by Owen et al. 12

for cadmium phosphonate/TOPSe-based hot injection reactions. However,
the fact that the CdSe formation rate does not depend on the concentration
of added carboxylic acid or alkyl amines (see Figure 2.7) – which are both
nucleophiles that can enhance the cleavage reaction – suggests that in this
case the binding reaction is rate limiting.

With the monomer formation rate depending in first order on both pre-
cursors, the particular CdSe synthesis used here represents an ideal system
for investigating the tuning of dPF by the reaction rate. In the case of a Se
excess for example, the pseudo-first-order rate constant of the monomer for-
mation reaction is proportional to nSe,0 (Figure 2.5). Therefore, changing
nSe,0 suffices to analyze the predicted link between the monomer formation
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Figure S6. Time evolution of the amount of CdSe (nCdSe) for (a) reactions with fixed initial 
concentrations of Cd(StA)2, TOP-Se and StA, and different concentrations of HDA and (b) 
reactions with fixed initial concentrations of Cd(StA)2, TOP-Se and HDA, and different 
concentrations of StA. The legends give the respective ratios nCd,0:nStA:nHDA.The horizontal lines 
indicate the 100% yield levels and the full line is a fit through the datapoints following eq. (S21). 
nCd,0=0.2, nSe,0

 
=2, 245°C/230°C injection/growth temperature. 

S7. 31

 

P NMR analysis 

 
Figure S5. (a) 31P NMR spectrum of the reaction mixture dissolved in toluene-d8 (nCd,0=0.4 mmol, 
nSe,0=1 mmol, 245°C/230°C injection/growth temperature, sample taken after 1 min of reaction time 
) indicating the 31

 

P resonances of TOP, TOP-Se and TOPO. (b) Time evolution of the 
concentrations of (red) TOPO, (blue) TOP-Se and (green) their sum. The red and blue full lines are 
guides to the eye, the full green line indicates the initial amount of TOP-Se in the reaction mixture. 

A typical 31P NMR spectrum of the unpurified reaction mixture samples, suspended in toluene-d8, is 

shown in Figure S5a. Three narrow resonances are observed, each corresponding to one of the P-

containing chemicals present: TOP, TOPO and TOP-Se. Previous 31

TOP-Se and TOPO in toluene-d8 showed that their chemicals shifts correspond to -32, 35 and 42 ppm 

respectively 

P measurements on pure TOP, pure 

4. For quantifying the decrease respectively increase in the amount of TOP-Se and TOPO 

during synthesis, we integrated their respective resonances for all samples after a baseline correction 

Figure 2.9: (a) 31P NMR spectrum of the reaction mixture dissolved in
toluene-d8 (nCd,0 = 0.4 mmol, nSe,0 = 1 mmol, 245 ◦C /230 ◦C

injection/growth temperature, sample taken after 1 min of reaction time)
indicating the 31P resonances of TOP , TOP-Se and TOPO. (b) Time

evolution of the concentrations of (red) TOPO, (blue) TOP-Se and (green)
their sum. The red and blue full lines are guides to the eye, the full green

line indicates the initial amount of TOP-Se in the reaction mixture.

rate and dPF .

2.5 Size Tuning by the Monomer Formation Rate

Using the typical simulated synthesis we showed in Section 2.3.2 that the
initial nucleation rate is set by the initial monomer generate rate, and hence
that the latter may be used to adjust the total number of particles nucleated,
and, therefore, dPF .

2.5.1 Simulation

Figure 2.10a shows GM , JN , and JG for different monomer generation
rates (i.e., different first-order rate constants k1 for the monomer genera-
tion reaction). As expected, GM drops faster for higher reaction rates and
the initial nucleation rate changes proportionally to k1. However, changing
k1 has only a minor effect on the moment that Ostwald ripening exceeds nu-
cleation. This results from the extreme dependence of the nucleation rate
on S (see Figure 2.1), which implies that a change of GM hardly affects the
initial supersaturation and, thus, the initial rc. Therefore, not only JN but
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Figure 2.10: (a) (boldlines) Monomer generation rate; (full lines) rate of
monomer consumption by growth; (dashed lines) rate of monomer

consumption by nucleation for three different values of the first-order rate
constant of monomer generation. Red: the value used in Figure 2.2 (k1).
Green: k1/2. Black: 2k1. (b) (full lines) Change of the QD concentration

and (dashed lines) the average QD diameter as a function of time. (c) (blue
bars) QD diameter and (red bars) QD concentration at the end of the

focusing regime.

also the number of particles formed by nucleation is proportional to GM .
This implies that also monomer consumption by growth scales proportion-
ally to GM and, thus, that the takeover of nucleation by growth hardly
changes. The net effect is an increase of the QD concentration during the
reaction-driven growth regime with increasing k1 (Figure 2.10b). As the
total amount of precursor stays constant, this implies that dPF decreases if
k1 is raised. Since a 4-fold increase of k1 leads to a significant reduction
of dPF in the model synthesis, this clearly is a potentially powerful tuning
strategy.

2.5.2 Role of the Precursor Concentration

Figure 2.11 shows the development of nQD and σd for three reactions with
constant nCd,0, while nSe,0:nCd,0 is increased from 2.5 to 5 to 10. All reac-
tions follow the general behavior of the model synthesis, with σd reaching
its minimum at almost full yield. Moreover, in line with the model predic-
tions (Figure 2.10), nQD goes down when nSe,0 is decreased, and a larger
dPF is hence obtained for lower reaction rates (Figure 2.11c). Obviously,
the time at which dPF is reached increases when the reaction rate is reduced
(Figure 2.11b).

As shown in Figure 2.12, this result can be generalized to different ini-
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Figure 2.11: (a) Time evolution of the amount of QDs for reactions with
nCd,0:nSe,0 of (blue) 0.2:2, (green) 0.2:1, and (red) 0.2:0.5 (numbers in

mmol), 245 ◦C /230 ◦C injection/growth temperature. (b) Time evolution
of the size dispersion for the same reactions as in (a). (c) Postfocused

diameter of the different reactions.

tial precursor concentrations. Doubling nCd,0 and nSe,0 roughly leads to a
3-fold increase of the number of QDs. As expected from the CdSe forma-
tion kinetics, a separate increase of the cadmium, or the selenium precur-
sor, leads to an increase of the number of nuclei as well, which is more
pronounced when increasing the cadmium concentration. However, since
the selenium precursor was kept in excess during this study, the absolute
reaction yield goes up as well when the cadmium precursor concentration
is increased. This makes size control by adjusting the selenium precursor
concentration more efficient. Overall, changing the product nCd,0×nSe,0 by
a factor of 64 allows us to vary the QD diameter from 2.8 to 4.1 nm and the
position of the first electronic transition (λ1S-1S) from 529 to 601 nm with
reaction yields in the range of 90% and low size dispersions (Figure 2.12).
Hence, this approach represents a simple yet powerful strategy to tune dPF
in a hot injection synthesis, albeit at the expense of an increased reaction
time and a reduction of the amount of material produced for larger sizes.

In the simulations, reducing k1 by a factor of 4 increases dPF by about
50% from 3.0 to 4.6 nm. Experimentally, a more moderate increase from
2.8 to 4.1 nm is achieved by changing nSe,0 and nCd,0 over a range that ap-
proximately corresponds to a 16-fold increase of the pseudo-first-order rate
constant. This more limited tuning in the experimental system can be linked
to the duration of the nucleation. Opposite of the simulations, Figure 2.11a
and b indicate that the rise of nQD and the initial defocusing last longer
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Figure 2.12: (a) Concentration of QDs formed as a function of nCd,0 and
the nSe,0:nCd,0 ratio; 280 ◦C /260 ◦C injection/growth temperature. (b)
Postfocused diameter obtained as a function of nCd,0 and the nSe,0:nCd,0
ratio. Note that the direction of each axis is swapped with respect to (a).

(c) Absorption spectrum corresponding to the samples as indicated in (b).

if the monomer generation rate is reduced. For example, the moment the
maximum in the size dispersion is reached increases from 15 s up to 1 min
when nSe,0 is reduced from 2 to 0.5 mmol. This prolonged nucleation im-
plies that a reduction of the monomer formation rate reduces nQD less than
predicted by the modeling, which leads in turn to a smaller than expected
increase of dPF . Within the logic of the simulations, the experimentally ob-
served prolonged nucleation indicates that the dependence of the nucleation
rate on S is less extreme than expressed by Eq. 2.7, an expression typically
used to describe the nucleation event in a hot injection synthesis.1;33;34 Ac-
cording to classical nucleation theory, the nucleation rate is linked to the
free energy barrier ∆NG for nucleation:

∆NG =
16πγ3ν2

0

3(kbT )2(lnS)2
=

4π

3
γr2

c (2.18)

Hence, the experimentally observed persistence of the nucleation at
larger rc (or lower supersaturation) implies that ∆NG increases less strongly
than assumed with increasing rc. Following Eq. 2.18, this could for exam-
ple result from a reduction of the surface tension with increasing QD di-
ameter, which is not unexpected given the strong reduction of the surface
curvature that accompanies QD growth. The occurrence of a prolonged
nucleation also indicates that hot injection followed by burst nucleation is
not required to obtain narrow size distributions, opposite of what is often
proposed in the description of the hot injection synthesis.33
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2.5.3 Role of Temperature

A classical description of the hot injection synthesis is that the rapid injec-
tion of precursors into a hot (surfactant) solution produces a high degree of
supersaturation, resulting in a burst nucleation by relieving the excess free
energy of the supersaturation.33 Looking at the expression for the critical
radius and the nucleation rate, this should result in the formation of more
and smaller nuclei at higher temperature and, thus, a decrease of dPF . A
similar conclusion could follow from the viewpoint that the nucleation rate
is set by the monomer generation rate, since the second-order rate constant
of this reaction increases with temperature. Opposite of this expected trend,
Figure 2.13 shows that the reaction temperature has no significant effect on
dPF and thus on the QD concentration. Similarly, Joo et al. 34 observed
that in the case of the PbSe synthesis, increasing the injection temperature
leads to a decrease of the QD concentration during growth and an increase
of the QD diameter. These contradictions are hard to reconcile with the
classical description linking hot injection to burst nucleation. On the other
hand, they can be understood by considering that, next to the monomer for-
mation rate, also the rate of QD nucleation and growth depend on tempera-
ture. For example, if an increase of the temperature significantly enhances
the growth rate, e.g., linked to an increase of the monomer solubility, the
time span of nucleation will be reduced. Since the total number of par-
ticles formed during the nucleation stage depends on both the nucleation
rate and the time span of nucleation, the net effect of a temperature change
on the final QD concentration and diameter is difficult to predict. For the
present synthesis, it appears that the net effect of the change of nucleation
rate and nucleation time span is that dPF is almost insensitive to a change
in temperature. Importantly, this lack of temperature dependence explains
the high reproducibility of the postfocused diameter for given conditions as
shown in Figure 2.12. Clearly, this is an important advantage of the reaction
presented here.

2.6 Size Tuning at Constant Formation Rate

2.6.1 Experimental CdSe Synthesis

We establish the influence of the free acid concentration on nanocrystal size
in an experimental hot injection synthesis and try to link it to a simulation
parameter. We study the relation between the concentration of free acid, the
reaction rate and the QD diameter in a typical zincblende CdSe QD synthe-
sis, very similar to the synthesis used in the previous section. This involves
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Figure 2.13: Postfocused diameter obtained for different initial
concentrations at two different combinations of injection and growth

temperature.

the injection of trioctylphosphine selenide (TOP-Se) in a hot mixture of
cadmium oleate (Cd(OA)2), oleic acid (OA) and hexadecylamine (HDA)
in octadecene (ODE).11;20 Different reactions are characterized by the ratio
Cd(OA)2:total OA:HDA, where total OA refers to the sum of the OA used
to coordinate the Cd2+ and excess, free OA. For the different reactions,
only total OA is changed by changing the amount of free OA.

Figure 2.14a gives an example of absorption spectra recorded on aliquots
for a 1:4:3 (Cd:OA:HDA) synthesis. In line with previously published data
on this synthesis, the absorption peak of the first exciton (λ1S-1S) progres-
sively shifts to longer wavelengths and tends towards a limiting value at
480 s. Obviously, dQD follows the same trend (Figure 2.14b). The size
dispersion on the other hand reaches a minimum value at around 240 s —
indicative of size focusing — and slightly increases afterwards.

Figure 2.15a shows the absorption spectra of aliquots taken after 480 s
of reaction time for syntheses where the Cd:OA:HDA ratio is progressively
raised from 1:4:3 to 1:64:3. The red shift and broadening of the first exciton
absorption peak already indicates that this results in a concomitant increase
of both dQD and σd , which change from about 3.1 to 5.1 nm and 6.3 to
16.9%, respectively (Figure 2.15b). For three different Cd:OA:HDA ratios,
we have determined the time development of nCdSe, dQD and the number of
QDs nQD by taking aliquots and analyzing the respective absorption spec-
tra. As indicated in Figure 2.14c, the time development of nCdSe, which di-
rectly reflects the reaction rate, is almost independent of the amount of OA.
A global fit of the three curves assumingGM to be first order in TOP-Se and
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Figure 2: (a) Absorption spectrum of aliquots taken at the indicated times after injection for a CdSe
synthesis using Cd(OA)2 and TOP-Se as precursors in ODE. Cd:OA:HDA = 1:4:3. (b) Evolution
of (red) dQD and (blue) σd with time as calculated from the spectra shown in (a).

reactions are analyzed by absorption spectroscopy, using either purified aliquots taken at different

times after the injection or only at the end of the reaction, which yields the diameter dQD, the size

dispersion σd and the amount of CdSe nCdSe.20

Figure 2(a) gives an example of absorption spectra recorded on aliquots for a 1:4:3 (Cd:OA:HDA)

synthesis. In line with previously published data on this synthesis, the absorption peak of the first

exciton (λ1S−1S) progressively shifts to longer wavelengths and tends towards a limiting value at

480 s. Obviously, dQD follows the same trend (Figure 2(b)). The size dispersion on the other hand

reaches a minimum value at around 240 s – indicative of size focusing – and slightly increases

afterwards.

Figure 3(a) shows the absorption spectra of aliquots taken after 480 s of reaction time for syn-

theses where the Cd:OA:HDA ratio is progressively raised from 1:4:3 to 1:64:3. The red shift and

broadening of the first exciton absorption peak already indicates that this results in a concomitant

increase of both dQD and σd , which change from about 3.1 to 5.1 nm and 6.3 to 16.9%, respectively

(Figure 3(b)). For three different Cd:OA:HDA ratios, we have determined the time development

of nCdSe, dQD and the number of QDs nQD by taking aliquots and analyzing the respective ab-

sorption spectra (see S2.2 and S2.3).6 As indicated in Figure 2(c), the time development of nCdSe,

which directly reflects the reaction rate, is almost independent of the amount of OA. A global fit

of the three curves assuming GM to be first order in TOP-Se and Cd(OA)2 yields a second order

6

Figure 2.14: (a) Absorption spectrum of aliquots taken at the indicated
times after injection for a CdSe synthesis using Cd(OA)2 and TOP-Se as
precursors in ODE. Cd:OA:HDA = 1:4:3. (b) Evolution of (red) dQD and

(blue) σd with time as calculated from the spectra shown in (a).

Cd(OA)2 yields a second order rate constant of 0.11 L/(mol·s), a number
in line with the values obtained in Section 2.6. On the other hand, raising
[OA] significantly reduces the amount of QDs formed (see Figure 2.14d),
and thus the final QD diameter. Figure 2.14d indicates that this change in
diameter is linked to a reduction of the nucleation time. Whereas for the
1:32:3 synthesis nQD is within 5% of the final value after 30-60 s, this takes
2-4 minutes for the 1:4:3 synthesis.

The increase of dQD — and decrease of nQD — with increasing acid
concentration as shown here for a particular CdSe QD synthesis has been
reported for a wide range of colloidal nanocrystals, including both semicon-
ductors and metal oxides. This relation is typically seen as counterintuitive.
Since free acids are supposed to act as ligands, raising their concentra-
tion should increase the ligand density on the QD surface and thus hamper
nanocrystal growth.25 Several authors therefore proposed that the increase
of the number of nanocrystals formed when lowering the free acid concen-
tration reflects an enhanced reactivity during the nucleation stage. Opposite
from this, we find that the free acid concentration does not affect the overall
reaction rate, which indicates that the observed size tuning does not result
from an enhanced reactivity. This conclusion is supported further by litera-
ture results on ligand densities. Irrespective of the QD material and the free
acid concentration during synthesis, these typically yield 3-5 nm−2,35–37

which questions the conjecture that raising the free acid concentration has
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Figure 3: (a) Absorption spectrum of aliquots taken after 480 s of reaction time for different
Cd:OA:HDA ratios. (b) (red) dQD and (blue) σd after 480 s reaction time for the different reactions
shwon in (a). (c) Amount of CdSe formed as a function of time for three different Cd:OA:HDA
ratios as indicated. The full line is a best global fit assuming GM to be first order in Cd(OA)2 and
TOP-Se. (d) Time evolution (log2 scale) of (circles) amount of QDs and (squares) QD diameter
for the same reactions as in (c). The same color code applies. The shaded regions indicate a range
of ±5% around the final QD concentration. All data are obtained using the standard amounts and
temperatures as indicated in the Experimental Section.

rate constant of 0.11L/(mol · s), a number in line with previously published values.6 On the other

hand, raising [OA] significantly reduces the amount of QDs formed (see Figure 2(d)), and thus the

final QD diameter. Although the evolution of nQD in Figure 2(d) depends on the precision of the

sizing curve (see Supplemental Information), it indicates that this change in diameter is linked to

a reduction of the nucleation time. Whereas for the 1:32:3 synthesis nQD is within 5% of the final

value after 30−60s, this takes 2−4minutes for the 1:4:3 synthesis.

7

Figure 2.15: (a) Absorption spectrum of aliquots taken after 480 s of
reaction time for different Cd:OA:HDA ratios. (b) (red) dQD and (blue) σd

after 480 s reaction time for the different reactions shown in (a). (c)
Amount of CdSe formed as a function of time for three different

Cd:OA:HDA ratios as indicated. The full line is a best global fit assuming
GM to be first order in Cd(OA)2 and TOP-Se. (d) Time evolution (log2

scale) of (circles) amount of QDs and (squares) QD diameter for the same
reactions as in (c). The same color code applies. The shaded regions

indicate a range of ±5% around the final QD concentration.
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a significant effect on the ligand density.

2.6.2 Simulated Synthesis

According to the simulations, size tuning at constant reaction rate is pos-
sible by accelerating or delaying the takeover of nucleation by growth,
where an earlier takeover leads to less and thus larger nanocrystals. This
is achieved by varying the monomer solubility [M ]0. In principle, [M ]0
corresponds to the amount of unreacted Cd at the end of the reaction. How-
ever, regardless of the oleic acid concentration, the CdSe synthesis we use
has a yield of about 100%. This indicates that [M ]0 is considerably smaller
than the initial concentration of Cd(OA)2, which unfortunately prevents a
reliable determination of [M ]0 by directly measuring it. The same effect
of size tuning at constant reaction rate can result from an increase of the
free energy barrier for nucleation, which implies that nucleation requires a
higher supersaturation — and thus favors growth — or from an increase of
the monomer adsorption rate.

Influence of the Surface Tension γ

Figure 2.16 shows the results of simulations where starting from the refer-
ence values for the different parameters (see Table 2.2), the surface tension
has been progressively increased. Following Eq. 2.7, a higher surface ten-
sion implies that a higher supersaturation is required to achieve the same
nucleation rate. Again, this enhances the growth rate and thus expedites
the takeover of nucleation by growth. The simulations are in line with this
description. As can be seen in Figure 2.16(a), the higher the surface ten-
sion, the lower the nanocrystal concentration and the larger their size. Due
to the exponential dependence of the nucleation rate on the surface tension,
nanocrystal concentration and size are very sensitive to the surface tension
(see Figure 2.16(b)). Since the ratio D/k∞g stays put in these simulations,
the enhanced growth rate strongly promotes size distribution focusing (see
Figure 2.16(c)), opposite from the effect an increase of the carboxylic acid
concentration has on a real nanocrystal synthesis (see Figure 2.16(d)), as
will be discussed in more detail in Section 2.6.

Influence of the Rate Constant for Nanocrystal Growth k∞g

Figure 2.17 shows the results of simulations where starting from the ref-
erence values for the different parameters (see Table 2.2), the growth rate
k∞g has been progressively increased. Following Eq. 2.7, this implies that
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[M]0 monomer solubility 2.0 10-8 mol/m3 

T Absolute temperature 503.15 K 

 Surface tension 0.2 N/m 

Transfer coefficient 0.5  

Vm Molar volume of CdSe 3.367 10-5 m3/mol 

gk  surface growth rate constant 5 10-7/[M]0 m/s 

k1 
first order monomer generation rate 

constant 
0.02333 s-1 

[P]i Initial precursor concentration 0.01667 mol/L 

1.3 The influence of the surface tension 

 

F igure S1. (a) Nanocrystal concentration and diameter for simulations where relative to the reference 
values, the surface tension has been increased as indicated. (b) Size and concentration after 128 s as a 
function of the surface tension. (c) Evolution of the size dispersion for the same simulations as shown 
in Fig. S2(a). (d) (blue) Size dispersion vs. size after 128 s for the same series of simulations as shown 
in (a), (b) and (c). (red) Experimental data obtained by varying the acid concentration (same data as in 
Fig. 3). 

Figure S1 shows the results of simulations where starting from the reference values for the different 
parameters (see Tab. S1), the surface tension has been progressively increased. Following eq. S4, a higher 
surface tension implies that a higher supersaturation is required to achieve the same nucleation rate. 
Again, this enhances the growth rate and thus expedites the takeover of nucleation by growth. The 

Figure 2.16: (a) Nanocrystal concentration and diameter for simulations
where relative to the reference values, the surface tension has been

increased as indicated. (b) Size and concentration after 128 s as a function
of the surface tension. (c) Evolution of the size dispersion for the same

simulations as shown in Figure 2.17a). (d) (blue) Size dispersion vs. size
after 128 s for the same series of simulations as shown in (a), (b) and (c).
(red) Experimental data obtained by varying the acid concentration (same

data as in Figure 2.15).
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simulations are in line with this description. As can be seen in Fig. S1(a), the higher the surface tension, 
the lower the nanocrystal concentration and the larger their size. Due to the exponential dependence of the 
nucleation rate on the surface tension, nanocrystal concentration and size are very sensitive to the surface 
tension (see Fig. S1(b)). Since the ratio gkD /  stays put in these simulations, the enhanced growth rate 
strongly promotes size distribution focusing (see Fig. S1(c)), opposite from the effect an increase of the 
carboxylic acid concentration has on a real nanocrystal synthesis (Fig. S1(d)). 

1.4 The influence of the rate constant for nanocrystal growth 

Figure S2 shows the results of simulations where starting from the reference values for the different 
parameters (see Tab. S1), the growth rate gk  has been progressively increased. Following eq. S4, this 
implies that the growth rate goes up, while the reaction is pushed into the diffusion limited regime even 
further. Again, the enhanced growth rate expedites the takeover of nucleation by growth, which leads to 
larger particles. In this case, the effect is limited since the reference simulation is already close to 
diffusion limitation. However, also in this case, larger sizes correspond to more narrow size distributions, 
opposite from the experimental observation.  

 
F igure S2. (a) Nanocrystal concentration and diameter for simulations where relative to the reference 
values, the rate constant for growth has been increased as indicated. (b) Size and concentration after 
128 s as a function of the surface tension. (c) Evolution of the size dispersion for the same simulations 
as shown in Fig. S2(a). (d) (blue) Size dispersion vs. size after 128 s for the same series of simulations 
as shown in (a), (b) and (c). (red) Experimental data obtained by varying the acid concentration (same 
data as in Fig. 3). 

 

 

Figure 2.17: (a) Nanocrystal concentration and diameter for simulations
where relative to the reference values, the rate constant for growth has
been increased as indicated. (b) Size and concentration after 128 s as a

function of the surface tension. (c) Evolution of the size dispersion for the
same simulations as shown in (a). (d) (blue) Size dispersion vs. size after
128 s for the same series of simulations as shown in (a), (b) and (c). (red)
Experimental data obtained by varying the acid concentration (same data

as in Figure 2.15).

the growth rate goes up, while the reaction is pushed into the diffusion lim-
ited regime even further. Again, the enhanced growth rate expedites the
takeover of nucleation by growth, which leads to larger particles. In this
case, the effect is limited since the reference simulation is already close to
diffusion limitation. However, also in this case, larger sizes correspond to
more narrow size distributions, opposite from the experimental observation
(see Section 2.6).
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Influence of the Solubility [M ]0

Equation 2.4 for the growth rate of a colloidal nanocrystals was derived
within a framework where the rate of monomer incorporation in the nanocrys-
tals jg and of monomer dissolution jd are written as first and zeroth order
in the monomer concentration, respectively:

jg = 4πr2k∞g e
−α 2γν0

rkbT [M ] (2.19)

jd = 4πr2k∞d e
1−α 2γν0

rkbT [M ] (2.20)

Here, k∞g and k∞d are the rate constants for growth and dissolution for a flat
surface, while the exponential factors take the effect of the curved surface
of the nanocrystal into account. Importantly, both rate constants are related
to the monomer solubility [M ]0 according to:

k∞d
k∞g

= [M ]0 (2.21)

Hence, if the monomer solubility changes, either k∞g , k∞d or both must
change as well.

The effect a change of the solubility has on the rate constants for ad-
sorption and desorption as expressed by Eq. 2.22 can be understood from
the thermodynamic scheme shown in Figure 2.18(a). A change in solu-
bility is a result of a change in the standard free energy of dissolution
∆solG

◦ = µ0
sol − µ0

s of the solute, where an increased solubility corre-
sponds to a lowering of ∆solG

◦. Comparing two solubilities [M ]0 and
[M ]0,ref one has:

∆solG
0 = µ0

sol − µ0
sol = ∆solG

◦
0,ref −RT ln

[M ]0
[M ]0,ref

(2.22)

Since the chemical potential of the solid remains fixed, an increase of
the solubility corresponds to a lowering of the standard chemical potential
of the solute. As shown in Fig 2.18(a), this results in an increase of the
activation barrier for the growth process. We thus expect that k∞g goes
down if [M ]0 is raised.

Assuming that a transfer coefficient β determines how a change in the
free energy of dissolution is distributed over the free energy barrier for
growth and dissolution (see Figure 2.18(a)), one gets:

k∞g = k∞g,ref

(
[M ]0,ref

[M ]0

)β
(2.23)

k∞d = k∞d,ref

(
[M ]0,ref

[M ]0

)β−1

(2.24)
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In our simulations, we have assumed — as indicated in Table 2.2 — that
k∞g is inversely proportional to [M ]0, i.e., we take β = 1. The decrease of
the rate constant for growth with increasing solubility means that the ratio
D/k∞g will go up. This implies that the reaction shifts from the regime of
diffusion control to the regime of kinetic control, with a concomitant loss of
size-focusing. This is crucial to retrieve the experimentally observed loss of
size focusing in the modeling. Figure 2.18(b) and (c) represents simulation
results for different values of [M ]0, while k∞g is kept fixed. One clearly sees
that this results in a pronounced size tuning, yet with size dispersions that
go down with increasing solubility. On the other hand, when k∞g goes down
with increasing [M ]0, larger solubilities imply larger sizes and deteriorated
size dispersions (see Figure 2.18(d), (e) and (f)).

Linking Free Acid Concentration to Solubility

In the previous paragraphs we showed simulation results where we changed
either the free energy barrier for nucleation, by varying the QD surface ten-
sion γ (on p. 45), or the monomer adsorption rate by varying k∞g (on p. 45).
The key result is summarized in Figure 2.19. We find that an increase of
both γ and k∞g lead to larger nanocrystals. However, the increase of dQD
comes with a marked reduction of the size dispersion σd . This effect can
be understood by considering that the enhanced consumption of monomers
by growth is achieved either by raising the supersaturation (due to an in-
crease of γ) or k∞g . Both conditions enhance the size focusing, which leads
to a reduction of σd for larger diameters. Opposite from this, increasing the
free acid concentration in the CdSe synthesis studied deteriorates the size
dispersion (see Figure 2.15(b) and Figure 2.19), a result also reported in the
literature for other material systems.15

As outlined in Section 2.6.2 (on p. 48), an increase in solubility shifts
the reaction from diffusion control (D/k∞g � 1) towards kinetic control
(D/k∞g � 1), i.e., out of the size-focusing regime.27 As confirmed by the
simulation results shown in Figure 2.19 (blue markers), this leads to an in-
crease of dQD with a concomitant deterioration of the size dispersion in
agreement with the experimental results. The decrease of k∞g with increas-
ing [M ]0 is therefore essential to retrieve a deteriorated size dispersion for
larger diameters.

We thus conclude that free acids raise dQD since they increase the
monomer solubility. This promotes monomer consumption by growth over
consumption by nucleation. As a result, less nanocrystals are formed,
which thus grow to larger sizes while the reaction rate remains fixed.
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F igure S3. (a) Thermodynamic scheme illustrating the effect of an enhanced stabilization of the 
solute on the free energy barrier for growth (left to right) and dissolution (right to left). (b) 
Nanocrystal concentration and mean diameter for simulations where relative to the reference value, 
the solubility is raised as indicated while the rate constant for growth is kept constant. (c) Size 
dispersions for the same series of simulations as shown in (b). (d) Nanocrystal concentration and 
mean diameter for simulations where relative to the reference value, the solubility is raised as 
indicated and the rate constant for growth is changed according to Tab. S1 (same data as in Fig. 1). (e) 
Size dispersions for the same series of simulations as shown in (d). (f) Size dispersion vs. diameter 
after 128 s for the reaction simulations shown in (red) FigS1(b) and (c) and (blue) FigS1 (d) and (e). 

Assuming that a transfer coefficient  determines how a change in the free energy of dissolution is 
distributed over the free energy barrier for growth and dissolution (see Fig. S3(a)), one gets: 

0
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(S10) 

In our simulations, we have assumed  as indicated in Tab. S1  that gk  is inversely proportional to 
[M]0, i.e., we take =1.  
The decrease of the rate constant for growth with increasing solubility means that the ratio gkD /  will go 

up. This implies that the reaction shifts from the regime of diffusion control to the regime of kinetic 

control, with a concomitant loss of size-focusing. This is crucial to retrieve the experimentally observed 

Figure 2.18: (a) Thermodynamic scheme illustrating the effect of an
enhanced stabilization of the solute on the free energy barrier for growth
(left to right) and dissolution (right to left). (b) Nanocrystal concentration
and mean diameter for simulations where relative to the reference value,
the solubility is raised as indicated while the rate constant for growth is
kept constant. (c) Size disperions for the same series of simulations as

shown in (b). (d) Nanocrystal concentration and mean diameter for
simulations where relative to the reference value, the solubility is raised as
indicated and the rate constant for growth is changed according ∼ 1/[M ]0.
(e) Size disperions for the same series of simulations as shown in (d). (f)

Size dispersion vs. diameter after 128 s for the reaction simulations shown
in (red) (b) and (c) and (blue) (d) and (e).



CHAPTER 2 51

Figure 4: (a) Size dispersion as a function of diameter for reaction simulations as a function of
(blue) [M]0, (green) γ and (orange) kg (data taken after 128 s) and (red) experimental synthesis
for the indicated Cd:OA:HDA combinations (data taken after 480 s). The table lists the particular
parameter values used in each simulation. (b) Scheme showing how a stabilization of the monomer
– linked to a reduction of its standard chemical potential – increases the activation energy for
monomer adsorption and thus lowers kg.

reduction of the size dispersion σd . This effect can be understood by considering that the enhanced

consumption of monomers by growth is achieved either by raising the supersaturation (due to an

increase of γ) or kg. Both conditions enhance the size focusing, which leads to a reduction of σd for

larger diameters. Opposite from this, increasing the free acid concentration in the CdSe synthesis

studied deteriorates the size dispersion (see Figure 3(b) and Figure 4(a)), a result also reported in

the literature for other material systems.7

In general, the solubility [M]0 is related to the standard free energy of dissolution, which is

defined as the difference µ◦sol − µ◦s between the standard chemical potential of the solute and the

solid. As outlined in the Supporting Information (S1.5), an increase in solubility implies a lower-

ing of µ◦sol and thus an increase of the activation energy for growth (see Figure 4(b)). As a result, kg

decreases when [M]0 is raised. This shifts the reaction from diffusion control (D/kg� 1) towards

kinetic control (D/kg� 1), i.e., out of the size-focusing regime.19 As confirmed by the simulation

results shown in Figure 4(a) (blue markers), this leads to an increase of dQD with a concomitant

deterioration of the size dispersion in agreement with the experimental results. Additional simu-

lations shown in the Supporting Information (S1.5) show that the decrease of kg with increasing

[M]0 is essential to retrieve a deteriorated size dispersion for larger diameters. We thus conclude

9

Figure 2.19: Size dispersion as a function of diameter for reaction
simulations as a function of (blue) [M ]0, (green) γ and (orange) k∞g (data

taken after 128 s) and (red) experimental synthesis for the indicated
Cd:OA:HDA combinations (data taken after 480 s). The table lists the

particular parameter values used in each simulation.



52 KINETICS OF HOT INJECTION

2.7 Size Focusing in the PbSe and PbTe Synthesis

The synthesis of PbSe8 and PbTe38 is an extreme example of the role of
the monomer generation rate in high-quality syntheses. The most common
synthetic schemes were optimized for size tuning and sharp size distribu-
tions at the cost of very low reaction yields in the order of a few percent.
Joo et al. 34 showed that the injected precursors — lead oleate (Pb|OA) and
trioctylphosphine selenide (TOPSe) or telluride (TOPTe) — are not directly
incorporated into the QDs, but go through a reduction reaction first. Since
in the normal synthetic schemes, the reducing agent needed for this reac-
tion is only present in the form of impurities, the monomer generation rate
is low, resulting in a low reaction yield. As shown by Joo et al. 34 a con-
trolled addition of these impurities can significantly improve the chemical
yield, while still providing sufficient control over size and size dispersion.

2.7.1 Ostwald Focusing

Besides the low reaction yield, the common lead chalcogenide synthesis
shows a continuous dissolution of particles all throughout the reaction, even
during the growth and focusing stage. We illustrate this using an optimized
form of the PbTe synthesis38, where we inject 0.5 mmol of TOPSe into
1 mmol of Pb|EA (lead erucitate), dissolved in ODE at 145 ◦C . Figure 2.20
shows the evolution of the size dQD, size dispersion σd, the amount of QDs
formed nQD and the amount of PbTe formed nPbTe. As expected from the
low amount of impurities driving the monomer generation reaction, nPbTe is
much lower than the amount of injected precursors and increases approxi-
mately linearly in time (as the precursor concentration remains almost con-
stant throughout the reaction). Figure 2.20(a) shows the gradual increase
of the QD diameter with time from 4 to 8 nm and a concomitant reduction
of the size dispersion from 9 to 5%, indicative of size focusing. At the
same time however, the amount of QDs (see Figure 2.20(b)) reduces from
3.5 nmol to 1.4 nmol.

As explained in Section 2.2.4 (p. 24), dissolution of QDs is known as
Ostwald ripening, an effect where smaller QDs dissolve and feed growth
of the larger QDs. This is usually considered an adverse effect, as the size
dispersion increases simultaneously. The regime where QDs grow, focus
and dissolve all at the same time is different from typical focusing in QDs
and has never been described in literature before.

We postulate here a second focusing criterion (see Section 2.2.4) to
explain this new focusing mechanism, which we coin Ostwald focusing.
The first criterion for classical focusing stated that the ratio of the QD radius
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Figure 2.20: (a) The PbTe QD diameter (red) increases with reaction time
as the size dispersion (blue) reduces, as expected from a size focusing

synthesis (b) The amount of PbTe (red) increases linearly (except for the
last data point). The red line is a linear fit to all data points but the last.

The number of QDs (blue) reduces with reaction time.

to the critical radius needs to be larger than 1.55. Ostwald focusing can only
occur when, regardless of the expression or exact shape of the growth rate
function, the critical radius moves faster than the average QD radius:

drc
dt

>
drQD
dt

(2.25)

Only then will the dissolution of smaller particles result in a more narrow
size distribution. The mathematics and physical chemistry of this radical
new focusing concept remain to be explored.

In a first attempt, we show that at least qualitatively our simulation
model is able to combine QD dissolution with size focusing. Under condi-
tions of a constant monomer generation rate with a lower solubility [M ]0 =
8 10−9 mol/m3, a lower reaction temperature T = 135 ◦C and a lower sur-
face tension γ = 0.092 J/m2, Figure 2.21(a) shows that the size dispersion
decreases for r/rc < 1.55 and hence that another focusing mechanism
plays a role. Figure 2.21 then shows that this size focusing occurs simulta-
neously with QD dissolution.

2.8 Conclusion

In this Chapter we combined the outcome of model cadmium and lead
chalcogenide QD syntheses with a continuum simulation model, that in-
cludes monomer generation and depletion, QD nucleation and growth. We
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Figure 2.21: (a) Size dispersion (red) decreases with increasing time. The
focusing parameter r/rc (blue), together with the criterion r/rc > 1.55
shows that it does not hold for this simulation. (b) Size focusing occurs

together with dissolution of the number of QDs nQD (blue).

showed that the simulation model yields similar dynamics as experimen-
tal syntheses and systematically investigated the influence of the simula-
tion parameters, such as the monomer reaction rate constant, the monomer
solubility, the surface tension and the rate constant for nanocrystal growth.

Comparing this with a model CdSe synthesis, we were able to link two
experimental reaction chemistry parameters — the precursor concentration
and the free acid concentration — to two distinct simulation model param-
eters — the monomer generation rate and the solubility.

We now understand that the initial precursor concentration changes the
rate of the monomer generation. In turn, more QDs can nucleate during
the nucleation stage, leaving less monomer avaible for growth. As a result,
higher initial precursor concentrations yield more, yet smaller QDs.

The signature influence of a change in the free acid concentration —
more free acid yields larger and more polydisperse QDs — we clearly iden-
tified as a increase of the monomer solubility (and a concomitant decrease
of the rate constant for nanocrystal growth).

Finally we showed that the peculiar focusing mechanism of lead chalco-
genide QDs, i.e. dissolution-aided QD focusing, is reproduced in part by
our simulation model by lowering the solubility, the reaction temperature
and the surface tension.

Our results have identified the first set of reaction chemistry/nanocrystal
property relations, a key to designing size tuning strategies at full yield. It
proves the validity of our simulation model and highlights its importance
as a tool for more model-driven design of experiment syntheses.
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3
Interactions of Colloidal Quantum Dot
Charge Carriers with Matter and Field

3.1 Introduction

In this chapter we set the scene for the coming chapters on the optical stud-
ies we performed during this PhD research. We aim to introduce the dif-
ferent processes that charge carriers in QDs undergo, when interacting with
the optical field and with themselves. Figure 3.1 gives a graphical overview
of all the processes involved. The radiative transitions will be discussed in
Section 3.2 and non-radiative transitions in Section 3.3. Finally, we devote
Section 3.4 to the problems and solution strategies for realizing optical gain
in colloidal QDs.
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Figure 3.1: Overview of Radiative and Non-radiative Transitions in QDs
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3.2 Optical Transitions

3.2.1 Oscillator Strength

The collection of atoms that make up a QD are not arranged randomly,
but on particular points of a lattice. The electron clouds that surround the
atoms can connect to form a large cloud throughout the QD. Electrons can
bounce around freely, but the forces of the positively charged atomic cores
on the negatively charged electron are analogous to springs with different
spring constants connected to a mass. When an electric field exerts a force
and distorts the electron cloud in the QD, much like a harmonic oscillator,
the electron cloud will vibrate as a standing wave with a certain resonance
frequency that is determined by the different spring constants.

The collection of different spring constants allows for many different
resonance frequencies. In a QD, where the electron is confined to a finite
size, the possibilities to form a standing wave inside the QD are limited.
Therefore only a finite number of resonance frequencies can exist in a QD.
In a much larger bulk crystal, where the electron does not feel boundaries,
a quasi-continuum of frequencies exist.

When we shine light on a QD, the electromagnetic wave that makes up
the light beam will distort the electrons in the QD in a periodic way. When
the frequency at which this happens reaches one of these resonant frequen-
cies, the electron will start to bounce around at that particular frequency.
The work that the electromagnetic wave does in displacing the electron re-
duces the energy stored in the electromagnetic wave. As energy cannot be
created nor lost, the energy is now stored in the movement of the electron.

Since an electron can vibrate at many different frequencies, we define a
relative strength for which each of the vibrating modes can be activated by
an oscillating electromagnetic field: the oscillator strength fif .

fif =
2meω

3~
|〈ψf |r|ψi〉|2 (3.1)

Here me is the free electron mass, ω is the frequency of the transition and
〈ψf |r|ψi〉 the dipole matrix element of the transition.

For one electron, the sum of the oscillator strengths for all resonant
frequencies has to equal one: ∑

if

fif = 1

This law is known as the Thomas-Reiche-Kuhne sum rule.
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3.2.2 Fermi’s Golden Rule

While the oscillator strength is a measure for how strongly a given quantum
mechanical state (or vibrational electron mode) is activated by the electrical
field, the transition probability per unit time for a quantum system to go
from an initial state i to a final state f under the perturbation of the electrical
dipole by a harmonically oscillating field Ĥ′ = qr̂ · E cosωt is given by
Fermi’s Golden Rule:

wif =
2π

~
|〈ψf |Ĥ ′|ψi〉|2gfδ(Ei − Ef − ~ω) (3.2)

where ~ω is the photon energy, Ei,f are the energies of the initial and final
states, Ĥ ′ = |Ĥ′| and gf is the density of final states.

3.2.3 Spontaneous Emission

Spontaneous emission is the quantum mechanical process whereby the ex-
cited QDs lose energy by emitting a photon, seemingly without external
perturbation. This process cannot be fully described and understood with-
out using a full quantum mechanical description of the interaction between
the harmonically oscillating electron and the photon radiation field. In this
quantum electrodynamical description of the interaction, small fluctuations
in the vacuum can occur that stimulate the emission of a photon from the
excited QD.

While essentially spontaneous emission is the same process as stim-
ulated emission, they are still treated as separate processes, based on the
type of photons they emit. In stimulated emission, photons are emitted that
have exactly the same polarization, phase and direction of propagation as
the real photons already present in the radiation field. Spontaneously emit-
ted photons have a random polarization, phase and direction, since they are
caused by virtual photons — with random polarization, phase and direction
— that appear and disappear extremely fast.

The transition rate from an initial state i to the final state f is given by
Fermi’s golden rule (see Section 3.2.2). From this definition, we see im-
mediately that the rate of stimulated emission and absorption can be calcu-
lated using the semi-classical approach, since the electric field is non-zero
in both processes. However, for spontaneous emission no external field is
present, and hence the rate of spontaneous emission needs to be derived
with a different approach. The most rigorous approach takes into account
the quantum nature of the optical field, but the rate of spontaneous emission
can also be derived from the laws of thermodynamics.
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Figure 3.2: Two level system

Assuming we have an ensemble of a two-level system (Figure 3.2), the
population in each level is determined by Boltzmann statistics:

N1/N0 = exp

(
−∆E

kT

)
(3.3)

When the system is in thermal equilibrium, the upward and downward
rate are equal:

w01 = w10 (3.4)
N0B01ρ(ω01) = N1B10ρ(ω01) (3.5)

Here we defined the Einstein coefficients B01 = B10, and ρ(ω) is the spec-
tral energy density at a given angular frequency ω.

Since for a finite temperature N0 6= N1 according to Eq. 3.3 , another
emission path (i.e. spontaneous emission) must be present that is indepen-
dent of the photon energy density:

N0B01ρ(ω01) = N1(A10 +B10ρ(ω01))

Equating for the Einstein coefficient for spontaneous emission A10 we
get:

A10 = B10ρ(ω10)(e
~ω10
kT − 1)

where we can use Planck’s formula for the energy density of blackbody
radiation:

ρ(ω) =
~ω3

π2c3

1

e
~ω10
kT − 1

so:

A10 = τ−1
sp =

~ω3

π2c3
B10 (3.6)
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The probability for stimulated emission can be derived from Fermi’s
Golden Rule:

wif =
πρ(ω)

3ε0~2
|〈ψf |qr̂|ψi〉|2 (3.7)

= B10ρ(ω) (3.8)

with gf =
ρ(~ω)

1
2ε0|E|2

Here we use the relation that the density of final states gf is the spectral en-
ergy density ρ of the electric field at a given energy, divided by the energy
of a single energy state 1/2ε0|E|2. The factor 1/3 comes from replacing
the scalar product r ·E in the hamiltonian Ĥ′ with the product of its norms.
Note that the harmonic factor cosωt is split up in two exponential terms,
one for absorption and one for stimulated emission. These exponential fac-
tors disappear for each process in taking the norm of the matrix element.

Combining Eq. 3.8 with Eq. 3.6, we find the expression for the Einstein
coefficient for spontaneous emission A10:

A10 = τ−1
rad =

ω3

3ε0π~c3
|〈ψf |qr̂|ψi〉|2 (3.9)

We can now relate the rate of spontaneous emission τ−1
rad to the oscilla-

tor strength of the transition between two levels i and f :

A10 = τ−1
rad =

e2ω2

2πε0c3me
fif (3.10)

Note that we have not included the screening of the electrical field inside
the QDs in this definition.

3.2.4 Interband Absorption and Stimulated Emission

By definition the Einstein coefficients for interband absorption B01 and
stimulated emission B10 of a two-level system are the same. The expres-
sion for the Einstein coefficients was derived in the previous section:

B10 = B01 =
π

3ε0~2
|〈ψf |qr̂|ψi〉|2

so the stimulated emission and absorption transition rate for monochro-
matic light (ρ(ω) = ~ωnifg(ω)) is:

wif =
πe2

2ε0me
fifnifg(ω) (3.11)
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Here g(ω) is the lineshape function of the transition, which has units of
ω−1 and nif is the photon density in cm−3. Note that the transition rate for
a single electron to make a transition by absorption or stimulated emission,
scales with the energy density (i.e. the number of photons per unit volume
in the photon field at the location of the QD).

Balance between Spontaneous and Stimulated Emission into a Cavity
Mode

Using the Boltzmann distribution above, we derived that the ratio between
the rate of stimulated emission and the rate of spontaneous emission equals:

B10ρω10

A10
=

1

e
~ω10
kT − 1

the average number of photons with energy ~ω present in a single free
space mode with frequency ω. A fundamental result from quantum elec-
trodynamics is that this balance between the spontaneous and stimulated
emission rates is not limited to free space modes, but also holds for con-
fined fields (for a more extensive review we refer to Milonni and Eberly 1

or Hilborn 2):
Rstim = qRspon (3.12)

where q is the number of photons in this mode. However, rewritingBif and
ρ(ω) in the transition rate from stimulated emission yields:

w10 = B10ρ(ω)

=

(
λ

2

)2 cg(ω)

Vmode
qA10 (3.13)

where we have used:

Eq.3.6
ω

c
=

2π

λ
ρ(ω) = ~ωnifg(ω)

nif =
q

Vmode

The paradox between Equation 3.12 and Equation 3.13 lies in the fact that
we are relating the stimulated emission due to a monochromatic beam (i.e.
a single field mode) to the spontaneous emission to all free space (black
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body) modes. The density of states of a single mode (eg. in a cavity) is
different than in free space, from Eq. 3.13:

Rspon,mode =

((
λ

2

)2

c

)
︸ ︷︷ ︸

free space mode density

g(ω)

Vmode︸ ︷︷ ︸
cavity mode density

A10

where we have identified the free space mode density
(

2
λ

)2 1
c and the cav-

ity mode density. This leads to the Purcell effect, where the spontaneous
emission rate is altered in a cavity compared to free space.

Assuming the lineshape function g(ω) is a Lorentzian, and evaluating
it at the maximum g(ωif ) = 2

πΓ , we easily obtain the ratio between the rate
of spontaneous emission in the cavity to the rate of spontaneous emission
in free space, i.e. the Purcell factor Fp:

Fp =
3

4π2
λ2 Q

Vmode

whereQ = ω/Γω. The added factor of 3 means that we assume the emitting
dipole to be oriented parallel to the mode field in the cavity. For random
emitters, like spherical QDs, this assumption is not correct.

With these equations, we can write the cavity rate equations as:

dN

dt
= − N

τspon
− (N − 1)q

τspon
+ P (3.14)

where N is the number of excitons per QD, τspon = R−1
spon,mode and P is

the pump rate.

Degeneracy

The rate at which a QD absorbs or emits photons is proportional to the
degeneracy g, i.e. the number of degenerate transitions that exist at a given
energy:

wif,QD = gwif

For PbX semiconductors, where the band gap is in the L-point of the Bril-
louin zone3, g = 64. Note that in general, quantum confinement will lift
the degeneracy. The degree of this lifting depends on the size, composition
and shape of the QDs.
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Cross section

The absorption or stimulated emission cross section σ of a QD is a conve-
nient quantity when dealing with population dynamics. By definition:

σψ = wif,QD (3.15)

the cross section is the proportionality constant that relates the rate at which
photons are absorbed (and excitons created) wif,QD to the photon flux ψ
(number of photons per unit area and per unit time). The photon flux is
a common measure, when using lasers for optical pumping of QDs. The
cross section has units of area (cm2). Intuitively, when a photon passes
through this area around the QD, it will be absorbed or it will stimulate
emission of an identical photon.

With ψ = cn, we rewrite Eq 3.15:

σ(ω) =
wif,QD
ψ

=
~ω
c
Bifg(ω) =

πe2

2ε0cme
fifg(ω) (3.16)

For colloidal QDs, with a large inhomogeneous broadening due to size dis-
persion, often the energy integrated cross section over the band gap transi-
tion is given4. With g(ω)dω = g(E)dE, this becomes:

σQD,eV =
~πe

2ε0cme
fif (3.17)

Absorption Coefficient

When dealing with densely packed layers of QDs, typical in the design
of integrated photonic structures activated with QDs, the intrinsic linear
absorption coefficient µi is a more convenient measure. It is defined as the
characteristic decay length of a beam through a hypothetical QD medium
with volume fraction one. By definition:

µi,eV =
σQD,eV
VQD

=
~πe

2ε0cme

fif
VQD

(3.18)

where VQD is the QD volume. Note that this has units [eV/cm].

Local Field Effects

The calculations above were done for QDs in vacuum. Usually colloidal
QDs are studied in suspension in a non-polar solvent. Therefore in all for-
mulas, ε0 needs to be replaced by ε0εs and c by c/ns. Note that εs = n2

s,
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where εs and ns are the dielectric constant and refractive index of the sol-
vent.

Since QDs are small dielectric objects, a homogeneous external field
(such as visible or near-infrared light with a wavelength much larger than
the QD size) will polarize the QD. The resulting polarisation field effec-
tively reduces the field strength inside the QD. This reduction is quantized
by the local field factor fLF = EQD/E0. As we have derived above, the
rate of absorption and stimulated emission are directly proportional to the
square of the field at the location of the dipole EQD. Therefore, Bif (in
Eq. 3.9-3.11,3.16-3.18) needs to be multiplied by |fLF |2. The calculation
of the local field factor for core and spherical heterostructured QDs is dealt
with in more detail in Section 4.2 on p. 89. For a more comprehensive
review, we refer to Hens and Moreels 4 .

3.2.5 Intraband Absorption

Intraband absorption is forbidden in first order in bulk semiconductors, be-
cause of momentum conservation. The three-particle process, in which the
creation or absorption of a phonon provides the necessary momentum for
the transition, is called free carrier absorption. This process, together with
free carrier refraction is important for integrated optical modulators.

In QDs, momentum conservation is relaxed. The band itself is split
into well separated atomic-like energy states, close to the band gap. At
higher energies, these states form a quasi-continuum. Most studies have
focused on the transition between the 1S and the 1P state, both in PbSe
and CdSe QDs. In Chapter 6, we investigate intraband absorption in lead-
based colloidal QDs using transient absorption spectroscopy. This study is
relevant for the design of new colloidal heterostructure with improved gain
performance and for applications in all-optical modulators.

3.3 Non-radiative Transitions

3.3.1 Intraband cooling

As photons with an energy much larger than the band gap energy are ab-
sorbed by a QD, an electron-hole pair is created in a higher energy state. In
bulk semiconductors, the coupling of these states to the phonon bath is very
efficient. As a result, the electron-hole pair loses its energy to the creation
of phonons and eventually ends up at the lowest non-occupied state near the
band gap. Here, no phonon has sufficient energy to facilitate the transition.
This process is called intraband cooling.
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In QDs, because of quantum confinement, the energy between different
energy states is large. In the beginning of experimental QD research, it
was assumed that the lack of phonons with sufficiently large energy would
prevent intraband cooling and result in a so-called phonon bottleneck or
long lifetime of high energy states. With the first experimental results from
transient absorption spectroscopy, it became clear that this bottleneck did
not exist and that the average intraband cooling time was in the sub-ps to a
few ps range.

Currently, two theories try to explain this unexpected behaviour. The
first theory credits the vibrational modes of the ligand molecules on the
colloidal QD surface for the absence of the phonon bottleneck.5 The sec-
ond theory claims that the hole manifold is much denser and can cool in
the traditional phonon-assisted way. Subsequently, inelastic collisions be-
tween the hole and the electron (i.e. Auger-like Coulomb interaction) aid
the electron in cooling to the band gap.6

3.3.2 Multi-exciton Coulomb interactions

Auger Recombination

Auger recombination is a non-radiative recombination mechanism, in which
carriers collide and transfer both momentum and energy. As a result of this
inelastic scattering process, one of the carriers goes from the bottom of the
conduction band to the top of the valence band, while a second carrier trans-
fers to a higher energy state in the conduction band or in extreme cases is
ejected out of the atom or crystal. In fact, the observation of secondary pho-
toelectric electrons or beta-radiation upon excitation of a gas using X-rays
led Pierre Victor Auger in 1923 to the discovery of the effect. The Auger
effect was later applied in Auger photo-electron spectroscopy, a nowadays
common technique in material science.

In bulk semiconductors, Auger recombination is a three-particle effect,
where an electron-hole pair collides with a free electron or hole, and recom-
bines. The free carrier subsequently loses its energy in the form of heat by
colliding with the lattice (i.e. emission of phonons). In most applications,
the effect is therefore undesirable, but since the interaction requires three
particles, it is usually weak, unless for very high carrier densities. The rate
of Auger recombination is proportional to the carrier density n cubed:

Γn,A = CAn
3 (3.19)

Here CA is the Auger constant, for which values can be found in literature
for most common semiconductors.
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Robel et al. 7 followed a phenomenological approach to study Auger
recombination in QDs. Assuming the same dependence on carrier density
as above, they show that the Auger constant scales with the QD size as:

CA = γR3 (3.20)
with γ = 0.4− 2.3× 10−9cm3s−1

Surprisingly, the proportionality constant γ is universal to different materi-
als, suggesting that not the energy gap or electronic structure, but rather the
QD size is the main influence on the Auger effect.

For QDs, the carrier density n is often replaced by the number of exci-
tons per QD N = VQDn. The rate ΓN,A at which excitons disappear from
a QD through Auger recombination therefore becomes:

ΓN,A =
dN

dt

= VQD
dn

dt

=
CA
V 2
QD

N3

=
3

4π

γ

VQD
N3 (3.21)

Here we have used Equation 3.20 to show that the Auger rate in QDs is in-
versely proportional to the QD volume. We note that the cubic dependence
on N has been the subject of some debate in literature8. Other authors
have reported quadratic9 (N2) and statistical10 (N2(N − 1)) scaling based
on both phenomenological as theoretical arguments, depending on the size,
shape and electronic structure of the QDs under study. While experiments
mostly rule out the quadratic model, which assumes excitons are quasi-
particles (two excitons need to collide to give rise to the Auger effect), there
is little experimental ground to clearly distinguish between statistical (as-
suming both exciton and free carrier interactions) or cubic (only bulk-like
free carrier interaction) scaling laws.

Equation 3.21 shows that for the same amount of carriers per QD,
Auger recombination is enhanced in small QDs. In quantum mechanical
terms, Auger recombination is Coulomb coupling between the charge car-
riers. The Auger rate is described by Fermi’s Golden Rule:

ΓN,A =
2π

~
|Mif |2ρ(Ef )δ(Ei − Ef )
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Note that the use of the density of final state ρ(Ef ) indicates that we assume
the final states to be a continuum. The matrix element is:

|Mif |2 =〈Ψi|V̂ (r1 − r2)|Ψf 〉

The wavefunction of the initial state Ψi is the antisymmetrized product of
two ground state hole wave functions. The wavefunction of the final state
Ψf is the product of a ground state electron wavefunction (i.e. the complex
conjugate of the hole ground state wavefunction) and a higher energy hole
wavefunction.

|Mif |2 =〈ψ0
h(r1)ψ0

h(r2)|V̂ (r1 − r2)|ψ0
e(r1)φfh(r2)〉

The potential energy operator V̂ is the Coulomb potential between two
holes.

|Mif |2 =〈Ψi|
e2

4πε|r1 − r2|
|Ψf 〉

The magnitude of the matrix element and hence the Auger rate is on the
one hand increased by the spatial overlap of the ground state electron and
hole wavefunctions ψ0

e,h, which increases with r−1. Hence spatial con-
finement of the carriers in the QD enhances the Auger rate. On the other
hand, the high energy hole (φfh) has acquired significant momentum ~kf
in the collision process. The rapid oscillations of its wavefunction φf de-
crease the overlap with the ground state hole wavefunction ψ0

h. The matrix
element thus becomes much smaller than the typical Coulomb interaction
energy e2/4πεd. Taking the fourier transform of ψ0

h, the main contribution
to the matrix element comes from high spatial frequency components in the
ground state wavefunction, close to kf . Hence high frequency overlap of
the initial and final state wavefunctions enhances Auger recombination11.
These high frequency components mainly come from abrupt changes in
the confinement potential at interfaces or at the QD surface. Control over
the confinement potential by interfacial alloying11;12 or large gradient het-
erostructures13 is therefore essential in reducing the negative effects of en-
hanced Auger recombination in QDs. For these alloyed heterostructures,
deviations from the volume scaling law (Equation 3.21) were observed12.

Carrier Multiplication

CM or MEG has attracted a lot of research interest for its (arguable14–16)
potential in solar energy conversion. Carrier multiplication (CM) or mul-
tiple exciton generation is quantum-mechanically the inverse process of
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Auger recombination: an excited electron collides with a ground state elec-
tron, passing its excess energy. The final state of this process is two band
gap electron-hole pairs. Since it is formally the same process as Auger
recombination, its efficiency in quantum dots can be understood with the
same arguments (see Section 3.3.2). If we assume that the energy of the
exciting photon is divided equally over electron and hole (me ' mh), the
process has a threshold photon energy of 3Eg. The reason is that the ex-
cited electron needs to have an excess energy of Eg above the band gap to
be able to transfer enough energy to stimulate a ground state electron across
the band gap.

3.3.3 Carrier Trapping

Given the high surface-to-volume ratio in QDs, trapping of carriers at the
QD surface or in the organic ligand shell is often used to explain low QY,
poor stability, unexpected positive or negative differential absorption sig-
nals in transient absorption spectroscopy, higher than expected CM-QY and
other processes. The nature of these states is not fully understood and prob-
ably depends on QD composition, the nature of the ligand molecules and
the environmental conditions. Several authors have contributed to increas-
ing the understanding of these surface and ligand shell states.5;17–22

3.4 Gain in Colloidal QDs

3.4.1 Problems

From the very start of colloidal QD research, the promise of a solution-
processable and wavelength tunable material providing optical gain was a
driving force for research. Over the years, however, it became clear that
optical gain was not easy to achieve in colloidal QDs. We highlight the
three main problems.

Short gain lifetime

Since the band gap in colloidal QDs is two-fold degenerate for CdX and
eight-fold for PbX QDs, the necessary requirement of population inversion
for optical gain is by default the highly unstable multi-excitonic state. As
discussed in Section 3.3.2 (p. 71), non-radiative decay through Auger re-
combination is enhanced in colloidal QDs. The lifetime of the biexciton
state is in the 100 ps range, and the rate scales cubically with exciton mul-
tiplicity. As such, the gain lifetime is limited by the multiexciton lifetime.
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As will be discussed in more detail later, this has a profound impact on the
continuous wave (CW) gain and lasing threshold.

High charge density

Because of their small size, the charge density is very high. For one ex-
citon, the charge density ranges between 1018 − 1021 cm−3 for QDs with
a diameter between 10 nm and 1 nm. Together with the local field effect,
which reduces the effective field inside the QD, the energy or power densi-
ties of the laser sources needed to pump the QDs are very high and far from
trivial to achieve. Moreover, at these energy densities, sample stability be-
comes an issue. Moreover, many non-linear processes of other materials,
including silicon are not negligible at these energy or power densities.

Carrier trapping and intraband absorption

Often, in experiments17;23, the gain magnitude is smaller than expected
or sometimes gain cannot be achieved. Also, often the threshold exciton
multiplicity is higher than expected. These effects are usually attributed
to carriers getting trapped at the QD surface or in the ligand shell. Fur-
thermore, intraband absorption, resonant with band gap, reduces the gain
performance.

3.4.2 Strategies for Improving Gain

Since gain in colloidal QDs is hard to achieve, several authors have di-
rected their efforts to engineering new QDs with improved gain perfor-
mance. Three general strategies can be identified.

Reducing the Auger Recombination Rate

This strategy tackles the problem of the efficient Auger recombination rate
directly. The first, obvious approach is to increase the QD volume. In order
to keep the wavelength tunability, heterostructured QDs are made with a
smaller band gap core material and a larger band gap shell material. If at
least one of the charge carriers leaks into the shell volume, the effective
Auger recombination rate is reduced accordingly. A succesful example of
this approach are the CdSe/CdS dot-in-rod structures.24.

The second approach adds a gradient between core and shell material to
obtain a smooth potential well. Garcı́a-Santamarı́a et al. 13 showed that their
giant CdSe/CdS QDs have a long biexciton lifetime and therefore boost the
optical gain performance of these QDs.
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Single-exciton Gain

The seminal article by Klimov et al. 25 introduced the idea of single exciton
gain. In these so-called type-II heterostructures, the electron and hole are
spatially separated. As charge neutrality is broken, the Coulomb attraction
between electron and hole does not cancel out the Coulomb repulsion be-
tween two electrons or holes. This positive energy contribution is added
to the energy of the biexciton state. Therefore, the biexciton state is not
degenerate with the ground and the single exciton state and the threshold
exciton multiplicity is lowered from one (in CdX) to below one. As gain
is now provided by single excitons, the gain lifetime is dominated by the
radiative lifetime of the single exciton. Besides the original CdS/ZnSe dot-
in-dot structure, a decrease in the Auger recombination rate was observed
for CdTe/CdSe QDs26;27. For CdSe/CdTe heteronanocrystals28;29 and Zn-
Te/ZnSe QDs30, long radiative lifetimes, indicative of charge separation,
and a strong redshift of the exciton transitions were reported.

The degenerate band gap of bulk materials is naturally split in QDs,
through other effects than Coulomb repulsion between multiexcitons. This
fine structure splitting is usually smaller than the inhomogeneous linewidth
of the QD ensemble. Several authors have investigated this fine structure in
an attempt to understand and engineer the magnitude of the splitting.31–38

Doping and the Four-Level System QD

Inherently, a QD is a three-level system. Recently, doping of colloidal QDs
was suggested as a new strategy to solve the issues relating to QD gain.39

The dopant (Cu) creates an optically active hole in the band gap, and thus
provides a fully transparent four-level system, where the creation of single
exciton (or even the injection of a single electron) is enough to provide
gain. This completely removes the gain threshold. However, the lifetime of
this transition is much longer than the band gap transition, so the maximum
gain is expected to be lower for this new class of materials.

3.4.3 Benchmarking

The maximum possible material gain from colloidal QD films is:

Gmax = µgap,eV
1√
2πσ

f

where µgap,eV is the energy integrated absorption coefficient (see Eq 3.18),
σ is the width of the first exciton peak and f is the volume fraction of
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material in the film. In both CdX40;41 and PbX42;43,

µgap,eV ∼ 1/AQD

is inversely proportional with the QD surface area. Typical values for the
maximum gain are in the range of 104 − 105 cm−1 for both CdX and PbX
QD closest packed films (i.e. f = 0.2 - 0.75).

The high material gain comes at a cost of very high carrier densities.
One exciton per QD, the theoretical threshold for a two-level system, puts
the threshold carrier density nth between 1018 − 1021 cm−3 for QD diam-
eters between 10 nm and 1 nm. From the threshold carrier density, we can
estimate the threshold photon flux (or power density) φP for gain under
CW conditions:

φP =
nth

µi,P τA,2
∼ 1

V 2
QD

(3.22)

where µi,P is the absorption coefficient at the pump wavelength and τA,2
is the biexciton lifetime. At high energies well above the band gap, µi,P
is constant in QDs, so the threshold photon flux increases quadratically
with decreasing QD volume (∼ d−6). The combination of the high car-
rier densities required for population inversion and the short lifetime of the
multiexciton states means that high pump power densities (∼MW/cm2) are
required for QD gain. This power is equivalent to 1 mW of optical power
in a standard silicon photonic wire with a 200 nm by 500 nm cross section.

QD engineering could reduce this minimum threshold pump power.
Single exciton gain would reduce the threshold by 1 to 2 orders of mag-
nitude for CdX and 4 orders of magnitude for PbX. It comes at a cost
of reducing the maximum gain, by a factor of two for CdX and a factor
of four for PbX. Strategies to reduce the Auger rate directly typically use
larger particles to exploit the volume scaling. Doubling the diameter yields
a 2 orders of magnitude reduction in the threshold, but again lowers the
maximum gain by a factor of 4. Creating heterostructures with a small core
and a much larger shell is a good strategy to keep the wavelength tunability,
while also reducing the pump threshold. However, the smaller volume frac-
tion of active material due to the inactive shell makes the maximum gain
scale inversely with the total QD volume (instead of the QD area). By far
the most promising strategy is to use doping to create a four-level system
in which the threshold can be completely removed. This comes at the cost
of, probably, lower gain and less wavelength tunability.



78 QD CARRIER INTERACTION

III-V gain materials

A competing and much more mature technology to bring gain to the sili-
con photonics platform uses bonded III-V dies to silicon.44 In Figure 3.3(a)
we compare the theoretical maximum gain (i.e. the absorption coefficient
with f = 1) for PbSe QDs (d = 3.4 nm, λ = 1200 nm) with calcu-
lated data by Asada et al. 45 for a GaInAs/InP bulk heterojunction, quantum
well, quantum wire and quantum dot1. PbSe QDs have higher gain than
all four III-V configurations. A large difference however is that the 4 nm
PbSe QDs require a charge density of 4 × 1020 cm−3 to reach gain, two
orders of magnitude higher than the III-V material. Clearly, a larger QD
will result in a lower threshold charge density. The large charge densities
needed for colloidal PbSe QDs become even clearer in Figure 3.3(b). Here
we plot the maximum material gain as a function of injection current den-
sity (i.e. the current actually going into the gain material). For the III-V
heterostructure, again the data was taken from Asada et al. 45 . They assume
that, despite the f = 0.25, all the current is injected into the QDs. For
3.4 nm PbSe QDs (λ = 1200), we define the current density for optical
pumping (black in Figure 3.3(b)) as the number of excitons created by the
pump source per second (i.e. eφP , see Eq. 3.22), where we have taken
the absorption cross section as the active QD area. The dramatic effect of
the efficient non-radiative Auger recombination on the transparency thresh-
old is obvious in Figure 3.3(b). The threshold current density is more than
four orders of magnitude larger. Note that, because of the local field fac-
tor, the absorption cross section, which was used to calculate the current
density, is smaller than the QD area. Hence, for electrical injection, where
we use the QD area instead of the absorption cross section (grey curve in
Figure 3.3(b)), the theoretical threshold is lower by more than an order of
magnitude. A slightly larger QD (d = 5.3 nm, λ = 1570 nm) brings the
theoretical threshold down by another order of magnitude, but also shifts
the operational wavelength by 300 nm.

3.4.4 Conclusion

The great benefits of using colloidal QDs as a gain material are their wave-
length tunability, the accuracy, flexibility and easy with which they can
be synthesized, the QD densities that can be reached with simple wet de-
position techniques and the possibility to embed them into the core of an
active waveguide. However, their extremely small size together with the in-
creased efficiency of non-radiative Auger recombination that accompanies

1Note that for the quantum dots, Asada et al. 45 used a fill-factor of f = 0.25.
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ASADA et al.: THREE-DIMENSIONAL  QUANTUM-BOX  LASERS 1917 

Wavelength X (urn) 

Fig. 2. *Gain  spectra  calculated for Gao,4,1no,d3As/InP 100 A X 100 A X 
100 A  cubic  quantum  box, 100 A X 100  A  quantum  wire,  100  A  thick 
quantum  film,  and  bulk  crystal  at T = 300 K. 

P - N  

where the  origin  of  the  energy  levels  is at the  bottom of 
the  conduction  band. 

Fig.  2  shows  the  gain  spectra  calculated  for  100 A X 
100 A X 100 A cubic  Gao,47@o,53As/InP  quantum box 
compared  with 100 A X 100 A quantum  wire [11], 100 A thick  quantum film [14], and  bulk  crystal [13]. The 
direction  of  electric-field  polarization has been  chosen so 
that  gain  becomes  maximum  for  all of the  quantum  wells, 
according to the  above  discussion  of  the  dipole  moment. 
The  intraband  relaxation  time T~~ has  been  assumed to  be 
same as the  bulk  value, 1 X s,  for  all  quantum wells 
in order  to  obtain  the effect of the  change  in  density-of- 
states  on  the  gain  spectra,  although  detailed physical con- 
sideration will be necessary for  the intraband relaxation 
process in quantum well structures?  which has not yet been 
established.  As  can  be  seen,  the  shape of spectrum  be- 
comes  sharper  with  increasing  quantization  dimension. 
This is due to the  variation  of  the  density-of-states [lo] 
which is  shown in Fig. 3 .  The width  of gain spectrum is 
determined  only by the  relaxation  broadening  for  quantum 
box,  since  the  density-of-states is given by the delta  func- 
tion,  while  for  other  quantum wells it is determined  by  all 
of the  shapes  of the density-of-states,  the relaxation 
broadening,  and  the.therma1  distribution of carriers.  Fig. 
4(a)  and  (b)  show  the peak gain as  a  function  of  carrier 
density N for  Ga0.471no,53As/InP  and  GaAs/Gao.8Alo,2As 
bulk  and  quantum wells with  various  quantization  dimen- 
sions.  Gain  increases  with  increasing  quantization  dimen- 
sion.  For  GaAs/GaAlAs, gain of quantum  box  is  about 
ten times that of  bulk  crystal at carrier density above  about 
3.5 X 10" cmP3,  and,  for  GaInAs/InP,  about 15 times 
that of  bulk  crystal above  about  2 X lo'* ~ m - ~ .  

In  the  present  theory,  we  have  neglected  the  following 

BULK  QUANTUM WIRE QUANTUM 
( Conventional 1 FILM BOX 

E E E k 
&E I Q E )  &El 

Fig. 3 .  Variation  of  density-of-states of electrons  with  the  increase of the 
quantization  dimension  in  quantum-well  structures. 

Carrier Density (10"~rn'~) 
3 , 4 4 5  

(a) 

(b) 
Fig. 4. Maximum  gain as a function of carrier  density  calculated for 

(a) Gao,471no,,,As/InP  and  (b) GaAs/Ga,,AIo.,As quantum  boxes, 
quantum  wires,  quantum  films,  and  bulk  crystals. 

three effects: i) excitonic  effect, ii) band  warping at high 
energy  in the conduction  band,  and iii) change in the in- 
traband  relaxation  time  from  the  bulk  value.  For i) , the 
Coulomb  interaction  between  electrons  and holes may be 
stronger  than  the  case  of  bulk  crystals,  since  electrons  are 
perfectly confined,  and  thus, this effect may influence the 
gain even at high  injection.  The strength of the  dipole 
moment  becomes  larger  than  the  value  calculated  above 
due  to  this effect, as in the  bulk  case  [22].  For  ii),  due to 
the  band  warping  which  makes the effective mass  large at 
high energy,  the  quantized  levels  become  lower than  the 
value  obtained in the  Appendix.  Therefore,  carrier  den- 
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sity at these  levels  determined by the  Fermi  function be- 
comes  larger, which results in higher gain.  For  iii),  since 
the  scattering probability of electrons may be small in 
quantum-box  structure due to the reduction of the  density- 
of-states,  the gain may become  larger.  Moreover, as 
pointed  out recently [23],  the  approximation  of  the  intra- 
band  relaxation effect by the  Lorentz  shape in (6)  becomes 
unexact as  the  photon  energy  goes  away  from  the  center 
of the Lorentz  shape.  This effect also  makes the gain larger 
[ 2 3 ] .  Consequently,  the  three effects listed above  make 
the  gain  larger,  and  thus,  the  gain  magnitudes  calculated 
here may give  the  lowest  limit. 

111. THRESHOLD  CURRENT DENSITY 
We  assume here that quantum  boxes  are  arrayed in the 

plane  perpendicular  to the injection  current  as  shown in 
Fig. 5.  The broadening of the  quantized  energy  levels  due 
to  the interaction between the boxes is neglected,  assum- 
ing that  the well potential is deep  enough.  This  assump- 
tion is satisifed for well depth  and well width  larger  than 
about  0.1 eV and 100 A ,  respectively 1141. Current is 
assumed to be  injected  only  into  the  surface of quantum 
boxes due to the potential difference between  the  box re- 
gion  and  the  separation  region.  Carrier density in the 
quantum  boxes is related to  injection  current as 

J = qnw,eN/~,, (9) 

where J expresses  the  average  current density which is the 
total  current,  assumed  to be injected entirely into the 
quantum  boxes,  divided by the  whole  area  including  both 
of  the  surfaces of quantum  boxes  and  separation  region. 
We  use this definition for  current  density  because  a  layer 
of  quantum-box array including  the  separation  region  is 
regarded as a  homogeneous artificial semiconductor  layer. 
7 is the  rate of the surface  area of quantum  boxes  included 
in the  whole  area. q = 0.25  for  the array shown in Fig. 
5 ,  where  the intervals between  boxes  along the x- and z- 
directions  are  equal to the well widths w, and wz, respec- 
tively,  and  moreover, w, = w,. The effect of optical  con- 
finement  into the quantum-box  region is discussed  below 
[see  (12)]. n is  the  number of the  layers of quantum-box 
array,  and 7, is the  carrier  lifetime,  which  consists of the 
radiative and nonradiative recombination times (7, and 7nr) 

as 

1/7, = 1 / ~ ,  + 1 / ~ ~ ~ .  (10) 

Radiative  lifetime 7, is obtained  from  the  spontaneous 
emission  rate by the  same  way as that of bulk crystal [16] 
as 

.r r m  

where the  summation is made  with  respect to quantized 
energy levels,  and  the  square of the  dipole  moment  used 
in this equation is approximated  as  being  the  same  as  that 

Fig. 5 .  Quantum-box  array  for  which  threshold  current  is  calculated  in  the 
text. 
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Fig. 6 .  Maximum  gain  as  a  function of injection  current  density  calculated 
for  GaAs/Ga, ,AI, ,As quantum  box,  quantum  wire,  quantum film, and 
bulk  crystal  (conventional  double  heterostructure).  Dashed  line  on  each 
curve  is  the  level of gain  required  for  the  laser  threshold. 

of  bulk crystal,  since  the  dipole moment is averaged  over 
all  modes of spontaneous  emission  which  distribute over 
all  directions. 

For  short  wavelength  (wide  bandgap)  semiconductors 
such as  GaAs/GaAlAs,  the rate of nonradiative recombi- 
nations such as the  Auger effect is much  smaller than that 
of radiative  recombination,  and  thus,  the  carrier  lifetime 
7, is approximately  equal to the radiative  recombination 
time 7,. In this case,  the gain is related to  the  current  den- 
sity using (6), (9), and  (11).  Fig. 6 shows  the  maximum 
gain as  a  function of current density calculated for  GaAs/ 
Gao,8Alo.2A~ bulk  (conventional  double heterostructure) 
and  quantum wells with  various  quantization  dimensions. 
The  following  assumptions  have  been  made in Fig. 6: the 
thickness for  bulk crystal is 0.15  pm,  for  the quantum 
wire  wires  are  arrayed  with  the  separation length equal to 
the  wire  width,  and for  the  quantum box  cubic  boxes  are 
arrayed in the  structure  shown in Fig. 5 .  The  layer  num- 
ber n in (9) is one  for  all  cases.  The increases of gain with 
the  quantization  dimension  is  observed in Fig.  6. 

The threshold condition is expressed  using  the  linear 
gain as 

= 
a t h  = %, + (1 - t x t y  t & e x / ( t x t y t z )  

+ In ( W ~ ( t X t Y W ?  (12) 
where a t h  is the threshold gain, the laser resonator is 
formed  along  the z-direction in Fig.  5, CY,, and aeX are  the 
loss coefficients in the  quantum  boxes  and  other  regions, 

PbSe QD
d = 3.4 nm
λ = 1200 nm
pumped with 
400 nm light

PbSe QD
d = 3.4 nm
λ = 1200 nm
electrically pumped

PbSe QD
d = 5.3 nm
λ = 1570 nm
electrically pumped

Figure 3.3: (a) Comparison between the gain spectra of PbSe QDs
(d = 3.4 nm) and III-V gain structures (reproduced from Asada et al. 45)
with different confinement. (b) Maximum material gain as a function of

the injection current density. The data for the III-V structures is
reproduced from Asada et al. 45 and shows the clear difference with the
very high threshold current density needed for PbSe QDs. The current

density for 3.4 nm PbSe QDs in black has the meaning of the number of
excitons created per second by a 400 nm CW optical pump source

(multiplied by e) per unit area. The grey (d = 3.4 nm) and the dotted
(d = 5.3 nm) curves plot the material gain vs. the current density for

electrical injection.
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it, demand very high optical or electrical pump power densities to achieve
transparency or gain. Therefore, their application is limited to very small,
integrated devices in which these densities can be reached more easily. Sev-
eral strategies have been proposed in literature to overcome this problem.
It is however questionable that any of these strategies will result in a gain
material that is, if not better, at least as good as the current state-of-the-art
in III-V gain media in terms of performance. Possibly, the simple process-
ing could then provide more cost effective devices, or its tunability could
cater to much larger wavelength regions.

3.5 This work

As is clearly evident from this introduction, the optical performance of
core-only colloidal QDs is not sufficient to make a competitive laser. In
this work, we therefore focused on material science to engineer and study
a new class of infrared emitting heterostructures, PbSe/CdSe QDs, as pos-
sible candidates for NIR lasing. In the coming Chapters, we report on the
optical properties of PbSe/CdSe core/shell heterostructured QDs.

In Chapter 4 we study how the CdSe shell influences the linear band gap
absorption of the PbSe core. We show that both the relation between band
gap energy and core size is not altered by the CdSe shell. However, as our
work on both PbSe/CdSe and PbS/CdS shows, the local field experienced
by the QDs is altered by the CdX shell in a non-trivial way. We explain our
results using the Maxwell-Garnett effective medium theory.

In Chapter 5 we study the spontaneous emission properties. We show
that fine structure splitting of the PbSe band gap is significantly increased
by the CdSe shell. We back up our experimental results with theoretical
calculations using the effective mass model and tight-binding. Our results
pertain to the strategy of single-exciton gain as a way of boosting the gain
performance of these QDs.

The gain performance and charge dynamics are studied in Chapter 6 us-
ing transient absorption spectroscopy. We show that the increased splitting
and partial lifting of the degeneracy is not yet sufficient to provide optical
gain. Moreover, gain is further hampered by resonant intraband absorption.
This type of transition was never studied for this particular energy range
before. We back up our results with tight binding simulations, in cooper-
ation with Université de Lille 1, and go on to show that the adverse effect
intraband absorption has on gain, could be useful for integrated high speed
optical modulators.
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4
Linear Absorption of PbSe and

PbSe/CdSe

4.1 Sizing Curve - Relating Band Gap Energy and
Size

PbSe/CdSe core/shell QDs were made by cation exchange on PbSe QDs as
described by Pietryga et al.1. The cation exchange does not alter the total
QD size and original size distribution2, and yields PbSe/CdSe core/shell
QDs with tunable core size and shell thickness. This is corroborated by the
absorption spectra (see Figure 4.1(a)), which show an increasing blueshift
with increasing exchange time. The blueshift can be attributed to the shrink-
ing of the PbSe core and the simultaneous increase of the CdSe shell thick-
ness. Using high resolution transmission electron microscopy (HR-TEM),
we showed that the cation exchange process is quite anisotropic2, partially
leading to particles with eccentric and non-spherical cores. This hetero-
geneity accounts for the broadening of the absorption and PL spectra with
increasing exchange time (see Figure 4.1(a)).

Knowledge of the core diameter and shell thickness is important for the
present study of the QD optical and electronic properties. Although HR-
TEM (see Figure4.1(b)) can be used for this purpose, it is not a practical
technique for the analysis of a large number of samples in a short time span.
Moreover, even when the boundary between core and shell can be distin-
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Figure 4.1: (a) Absorption and luminescence spectra of PbSe/CdSe QDs in
C2Cl4 for increasing exchange times. (b) HR-TEM image of a PbSe/CdSe

core/shell QD, clearly showing the PbSe core and the CdSe shell. (c)
PbSe/CdSe QDs: diameter determined from EDX vs. diameter determined

from the position of the first absorption peak, using the PbSe sizing
curve.3 (d) PbS/CdS QDs: diameter determined from ICPMS vs. diameter

determined from the position of the first absorption peak, using the PbS
sizing curve.4 In both figures, the black line indicates a 1-to-1 relationship.
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guished, it is not clear whether to place it on a cation or anion plane. There-
fore, we measured the Pb/Se ratio of the original PbSe core QDs and of
the derived PbSe/CdSe QDs by TEM-based energy dispersive x-ray spec-
troscopy (EDX). Since the Se-content stays constant, we can calculate the
amount of Pb in the PbSe/CdSe core, taking the nonstoichiometry3;5 of the
parent PbSe QDs into account. Since the stoichiometry of the core is not
known, we assume the PbSe core is terminated by Pb-planes and therefore
has the stoichiometry of PbSe QD with the same diameter:

[Pb] = 4
4π

3
(
d

2a
)3︸ ︷︷ ︸

volume term

− Ad2︸︷︷︸
surface term

with A = 6.8 an empirical constant relating the Pb excess to the QD sur-
face area3, a the lattice constant of PbSe and d the diameter. This effective
diameter for the PbSe core, determined with EDX, is in good agreement
with the diameter determined using the PbSe QD sizing curve3(see Fig-
ure 4.1(c)). A similar approach was followed for PbS/CdS QDs, where we
used inductively-coupled plasma mass spectrometry (ICPMS) to measure
the absolute Pb and S content before and after shell growth. Again, the
core diameter from ICPMS and from the PbS sizing curve4 match well. It
shows that the Pb content of the PbSe/CdSe and PbS/CdS QDs determines
the bandgap and hence we justify using the PbSe and PbS QD sizing curve
to estimate the PbSe (PbS) effective core diameter in PbSe/CdSe (PbS/CdS)
core/shell QDs respectively.

Recent work by Zhang et al.6 using a SILAR approach for the CdSe
growth confirms this result. They observe a shift of only 32 nm in the
absorption spectra upon growth of three CdSe monolayers (∼ 1 nm shell
thickness), which corresponds to a shift in the diameter of just 0.17 nm, less
than a Cd or Se monolayer.

4.2 Absorption Coefficient of Heterostructured QDs

4.2.1 Local Field Effects in Colloidal QDs

Since colloidal QDs are made in a wet chemical synthesis, the basic charac-
terization is mostly done on QDs suspended in an organic solvent. Because
of their small size, the macroscopic optical properties of suspended QDs are
determined both by the intrinsic optical properties and by the surrounding
medium. This effect is typically described by the Maxwell-Garnett effec-
tive medium theory. The importance of this effect can hardly be underes-
timated, as it will alter the absorbance, the photoluminescence (PL) peak
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position and emission rate and the PL quantum yield7, depending on the
surrounding medium or solvent. For example, Moreels et al.8 used this the-
ory to calculate the dielectric function of PbSe, PbS and PbTe colloidal QDs
and study the effect of quantum confinement on these elementary material
properties. This effect is typically described by the local field factor fLF ,
which is the ratio of the field inside the QD and the field in the surrounding
medium. We analyze the effect of the effective medium on the absorbance
(A) of core/shell PbSe/CdSe and PbS/CdS QDs, where not only the solvent,
but also the inorganic core/shell structure determines the local field factor.
For a more comprehensive review, we refer to Hens and Moreels 9 .

4.2.2 Absorption Coefficient of Core-Only QDs

To quantify the spectrum of the absorbance (A), it is converted to the spec-
trum of the intrinsic absorption coefficient µi. For this, the QD volume
fraction f and the cuvette length L are needed:

µi =
ln 10A

fL
(4.1)

The intrinsic absorption coefficient µi provides the characteristic decay
length of the light intensity in a hypothetical medium with a QD volume
fraction of one.

For PbSe3, PbS4, wurtzite and zincblende CdSe10–12, InAs13 and ZnO14

QDs, it was shown that at high energies (3.1 eV for PbSe and PbS, 3.54
eV for CdSe, 2.76 eV for InAs, 5.0 eV for ZnO), µi is independent of
the QD size. Moreover, it generally coincides with the theoretical value
calculated using bulk optical constants and the Maxwell-Garnett effective
medium theory15;16:

µi =
2π

λns
Im(εc) |fLF |2 (4.2)

Here, ns is the solvent refractive index, εc and εs the complex dielec-
tric function of the QD material and the solvent, respectively, and λ the
wavelength. For spherical particles, the local field factor reads:

fLF =
3εs

εc + 2εs
(4.3)

The fact that at short wavelengths a bulk-like absorption coefficient is
found, means that the electronic states at high energies are not quantum
confined, but form a continuum in these QDs. Hence the QD concentration
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[QD], an essential quantity to assess synthesis quality and to control depo-
sition, can be determined from the absorbance at high energies, irrespective
of size dispersion, using the Beer-Lambert law and µi as calculated above:

[QD] =
A

εL
=

A ln 10

µiNAVQDL

Here ε is the molar exctinction coefficient, NA is Avogadro’s constant and
VQD the volume of the QD.

4.2.3 Absorption Coefficient of Heterostructured QDs

For core/shell QDs, both core and shell contribute to the screening of an
external electric field. With a homogeneous external field, this more com-
plex screening only leads to a homogeneous local field in the core, not in
the shell (see Figure 4.2(a)-(b)). Thus, when the shell contributes to the ab-
sorbance, Eq. 4.2 can no longer be used. An expression for the absorption
coefficient of core/shell particles was proposed by Neeves et al.17;18. If the
volume fraction of core/shell particles in solution is small, it reads:

µi =
2π

λns
Im(3εsβ)

with β =

(
εshεa − εsεb
εshεa + 2εsεb

)
εa = εc(3− 2

Vsh
VQD

) + 2εsh
Vsh
VQD

εb = εc
Vsh
VQD

+ εsh(3− Vsh
VQD

) (4.4)

Here, εsh denotes the complex dielectric function of the shell. Importantly,
µi becomes dependent on the ratio between the shell and the total QD vol-
ume for core/shell heterostructures. This is purely an effect of the change in
the effective medium and not an effect of quantum confinement. Hence, to
compare theory with experiment, a precise knowledge of the core diameter
and shell thickness is essential for QD heterostructures.

4.2.4 Experiment vs. Theory

We take the example of PbSe/CdSe and PbS/CdS QDs, made by cation ex-
change on PbSe or PbS QDs1, to study the absorption coefficient of QD
heterostructures. They offer an ideal test case, since the total QD diameter
and the concentration remains constant throughout the exchange procedure.
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(a) (b)

Figure 4.2: Intensity of the electric field (colour, increasing from blue to
red) and (grey) equipotential lines in and around a dielectric sphere

exposed to a constant (vertical) external field (a) for a core-only QD (b)
and core/shell QD (εc > εsh > εs)

Indeed, as Pb atoms in the PbSe lattice are gradually replaced by Cd atoms,
a CdSe shell with increasing thickness is formed for prolonged exchange
times. This is confirmed by high-resolution transmission electron micro-
scope (HR-TEM) images (see Figure 4.1(b)), which clearly show the CdSe
shell around the PbSe core. To determine the core diameter, we use the
PbSe or PbS sizing curve, as outlined in Section 4.1.

Under the assumption that the initial, known QD volume fraction does
not change during the cation exchange process, the spectrum of µi (see
Figure 4.3(a)) is readily obtained from the absorption spectrum of a Pb-
Se/CdSe suspension (see Eq. 4.1). In Figure 4.3(a), spectra for several dif-
ferently sized PbSe QDs clearly coincide at energies far above the bandgap,
whereas the spectra for PbSe/CdSe QDs show a broad band of values due
to the influence of the CdSe shell. Figure 4.3(c) shows a set of experimen-
tally determined intrinsic absorption coefficients at 3.1 eV (µ3.1eV) and 3.5
eV (µ3.5eV ) for PbSe/CdSe QDs with different total diameter, core diam-
eter and shell thickness as a function of the shell/quantum dot volume ra-
tio Vsh/VQD. For small shells µi slightly increases, reaching a maximum
value. For larger shells, µi decreases rapidly. The lines represent µi,th val-
ues calculated with bulk PbSe and CdSe optical constants at 3.1 eV (400
nm) and 3.5 eV (355 nm).19;20. Similar results are obtained with a more
limited data set from PbS/CdS QDs (see Figure 4.3(d)). Clearly, we find an
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Figure 4.3: (a) Spectra of µi for PbSe/CdSe QDs with constant VQD and
increasing Vsh and PbSe QDs with varying diameters. (b) Local field

factor calculated for PbSe/CdSe core/shell QDs at 355 nm and 400 nm. In
the limiting case it becomes the local field factor for PbSe QDs(Vsh = 0)
or CdSe QDs (Vsh = Vtotal). (c) Intrinsic absorption coefficient µ3.5eV at
355 nm and µ3.1eV at 400 nm for PbSe/CdSe core/shell QDs as predicted

by theory (black line) and as measured (with total diameter of circles = 5.2
nm, squares = 5.8 nm, triangles = 7.8 nm, leftarrows = 4.5 nm and

diamonds = 7.5 nm). (d) and for PbS/CdS QDs (with total diameter =
5.9 nm)
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excellent agreement between these theoretical values and the experimental
results for µ3.1eV (dashed line) and µ3.5eV (full line) for both PbSe/CdSe
(see Figure 4.3(c)) and PbS/CdS QDs (see Figure 4.3(d)).

4.2.5 Local Field Factor of Heterostructured QDs

Following Neeves et al., the local field factor in the core of a core/shell QD
reads17:

fLF =
9εshεs

εshεa + 2εsεb
(4.5)

At 3.1 eV, |fLF |2 gradually increases from the value of PbSe core QDs to
that of CdSe core QDs, which accounts for the initial rise of the intrinsic
absorption coefficient of PbSe/CdSe core/shells for small shells (see Figure
4.3(b)). With thicker shells, µi decreases, because the contribution of the
CdSe shell, which absorbs less than the PbSe core, becomes more impor-
tant. The great correspondence between the experimental and theoretical
values for µi proves that the Maxwell-Garnett effective medium theory can
adequately describe the absorption of QD heterostructures at high energies.
At these energies, the energy levels of both the PbSe core and the CdSe
shell form a continuum, allowing us to treat the absorption of these QD
heterostructures using bulk values.

4.2.6 Conclusion

Calculating µi using the Maxwell-Garnett effective medium theory and
bulk values for the dielectric function offers an elegant and reliable way
to determine the QD concentration of suspensions of QD heterostructures
(see Eq. 4.4), based on a straightforward absorbance measurement and
knowledge of the core and shell size. This is essential for the succesfull
integration of these QDs in applications such as LEDs and lasers. In typ-
ical synthesis schemes for core/shell growth, where the concentration re-
mains constant, it also allows for direct monitoring of the dynamics of shell
growth. For studies on the intrinsic carrier dynamics in QD heterostruc-
tures, the contribution of the change in the local field can be taken into
account, using this effective medium theory.

4.3 Absorption Oscillator Strength

The first exciton transition is characterized by its energy and its oscilla-
tor strength fif,abs. To obtain the oscillator strength, we use the energy-



CHAPTER 4 95

0.10

0.08

0.06

0.04

|f L
F|

2

 

0.80.60.40.20.0

Vsh/VQD

CdSe QD

PbSe QD

(a)

35
30
25
20
15
10

5
0

O
sc

ill
at

or
 S

tre
ng

th
86420

Core Diameter [nm]

 PbSe/CdSe 
 PbSe 

(b)

Figure 4.4: (a) Local field factor at the band edge for PbSe/CdSe QDs as a
function of the ratio Vsh/VQD. (b) Absorption oscillator strength fif,abs
for PbSe QDs (crosses) and PbSe/CdSe QDs (full markers). The circles

are values for PbSe/CdSe with a total diameter of 5.83 nm and the triangles
a total diameter of 4.57 nm. The full black line is a guide to the eye.

integrated absorption coefficient µgap,eV (see Eq. 3.18) calculated from the
spectrum of µi (see Eq. 4.1 and Fig. 4.3(a)), in analogy with calculations
for PbSe3 and PbS4 QDs: .

fif,abs =
2ε0cmens
π~e

VQD

|fLF |2
µgap,eV (4.6)

Here, ε0 stands for the permittivity of the vacuum, c is the speed of light,
me the electron mass, ns the solvent refractive index (1.53 for C2Cl4), ~
Planck’s constant, e the unit charge, fLF the local field factor at the band
gap (see Eq. 4.5 on p. 94).

Using εc = 25.719 and εsh = 8.320, we find that |fLF |2 gradually
increases from the value for PbSe QDs to the value for CdSe QDs with
increasing shell thickness (see Figure 4.4(a)). Because of the significant
broadening of the first exciton peak at long reaction times, µgap is obtained
by fitting a series of gaussian functions with a polynomial background func-
tion to the µ spectrum and taking the area under the first gaussian function.
The combination of |fLF |2 with the values for µgap,eV enables us to calcu-
late fif,abs of PbSe/CdSe QDs. Figure 4.4(b) shows that in the size range
of 2.5 to 5 nm, we obtain similar values as a function of core diameter dc
as for PbSe QDs. This correspondence confirms that the nature of the first
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absorption feature remains largely unchanged when adding a shell of CdSe.

4.4 Conclusion

In this chapter, we showed that the sizing curve of core-only PbSe and PbS
QDs can be used to determine the core diameter of PbX/CdX (X = S, Se)
core/shell QDs. Since the total diameter and concentration remains con-
stant throughout the cationic exchange procedure, we used PbSe/CdSe and
PbS/CdS QDs as a model system to test the validity of the Maxwell-Garnett
model for colloidal core/shell QDs. We have shown that their intrinsic ab-
sorption coefficient at energies well above the band edge can be predicted
using the Maxwell-Garnett effective medium theory and bulk values for the
dielectric function. At the band gap, the energy-integrated absorption coef-
ficient was used to calculate the oscillator strength of the band gap exciton
transitions of core/shell QDs. We showed that the addition of CdX shell
does not alter the oscillator strength of the absorbing transitions.

The validity of the Maxwell-Garnett model has important implications
for colloidal QD heterostructure research, since the local field influences
all optical characterization methods. It changes for example the magnitude
of the absorption spectrum and the photoluminescence decay rate. Hence
this model not only offers an easy way to determine concentrations of QD
suspensions, but has to be taken into account when extracting the intrinsic
physics of colloidal QD heterostructures from standard optical measure-
ments.
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5
Spontaneous Emission of

PbSe and PbSe/CdSe

5.1 Comparison of Absorption and Emission between
PbSe and PbSe/CdSe QDs

5.1.1 Classification of Heterostructured QDs

Compared to plain core QDs, core/shell QDs offer an enhanced stability
and tunability of the optical and electronic properties. This difference arises
from the spatial distribution of electron and hole wave functions in the QD
heterostructures.

Based on the bulk band alignment and the effective mass theory in
a quantum confined heterostructure, three regimes of core/shell QDs can
be distinguished, depending on the localization of the charge carrier wave
functions (see Figure 5.1). In a type-I localization regime, the electron and
hole are both localized in the core, resulting in chemically stable and well
passivated QDs with high photoluminescence (PL) quantum yield (QY). In
a type-II regime the electron and hole are spatially separated. In a quasi-
type-II1 localization regime, one of the carriers is fully delocalized, while
the other remains localized.

As amply demonstrated with QD heterostructures emitting in the vis-
ible, this opens up new possibilities for engineering the intrinsic opto-
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electronic properties of nanomaterials. For instance, a five-fold reduction of
the gain threshold was demonstrated with CdS/ZnSe dots, due to repulsive
biexciton interaction of spatially separated excitons2. Similar effects, com-
bined with a decrease in the Auger recombination rate were observed for
CdTe/CdSe QDs3;4. For CdSe/CdTe heteronanocrystals5;6 and ZnTe/ZnSe
QDs7, long radiative lifetimes, indicative of charge separation, and a strong
redshift of the exciton transitions were reported.

Type	
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  band	
  alignment	
   Type	
  II	
  band	
  alignment	
  

Type	
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  localiza3on	
   Quasi	
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Figure 5.1: Core/shell QDs can be divided in three types, depending on the
localization of the electron and hole wave function. In type-I, electron and
hole are confined in the same region (either core or shell), in type-II, they
are spatially separated. In a quasi-type-II one carrier is fully delocalized

over the entire volume and one is localized in one region.

Previous work on colloidal type-II heteronanocrystals has focused pri-
marily on compositions emitting in the visible spectral range. Colloidal
core/shell heterostructures active in the near-infrared wavelength range (1000-
3000 nm, NIR) have been scarcely investigated. For example, it has been
recently shown that PbSe/PbS core/shell QDs with outer diameters below
10 nm behave like single composition QDs, where electron and hole are
delocalized over the entire heterostructure8. Colloidal synthesis techniques
were recently extended to concentric PbX/CdX (X=S, Se, Te) core/shell
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QDs9;10.
In this thesis we focus on PbSe/CdSe QDs, investigating their carrier

distribution by absorption and photoluminescence (PL) spectroscopy and
attempt to understand the electronic nature of the lowest absorbing and
emitting states.

5.1.2 Steady-state and Time-resolved PL

Relative QY

Next to the absorbance spectrum, Figure 4.1(a) shows the PL spectrum for
three different suspensions of PbSe/CdSe QDs. Due to the lack of efficient
and reliable infrared reference dyes, the quantum yield (QY) is hard to
determine. The QY is defined as the ratio of the emitted photon flux to the
absorbed photon flux:

QY =
Φem

Φabs

=

∫ P (E)
E dE

Pex
Eex

(1− T (Eex))

=

∫ P (E)
E dE

Pex
Eex

(1− 10−α(Eex)l)

with Pex the excitation power, Eex the excitation energy, α(Eex) the ab-
sorbance at the excitation energy and l the path length through the cuvette.
Care is taken to avoid exposure to air of the PbSe QD samples. The PL
spectrum is corrected for the grating and detector efficiency and converted
to an energy scale, using the formula:

P (E) = P (λ)
λ2

hc

with P (λ) the intensity spectrum on a wavelength scale as measured on the
PL setup. A gaussian is fitted to the P (E) spectrum and the area under the
gaussian is determined.

Since Pex is not known in absolute value, but is kept constant for all
measurements, we can make a relative comparison between the QY of dif-
ferent samples. In Figure 5.2 we see the relative QY for PbSe and Pb-
Se/CdSe QDs, by assigning a value of 100 to the most luminescent sample.
We make sure to normalize them relative to the absorbance at the excitation
wavelength and keep all settings of the spectrofluorometer the same. The
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Figure 5.2: Relative QY for PbSe/CdSe (grey dots) and PbSe (black
squares) as a function of the core diameter. The grey line is a guide to the

eye.

QY for PbSe/CdSe QDs and PbSe QDs is comparable. Although a trend
of increasing QY with decreasing core size is present for PbSe/CdSe QDs,
the large scatter on these data suggests that sample preparation and surface
quality have a large influence on the observed QY for PbSe/CdSe QDs.

From time-resolved PL to radiative lifetime estimates

We complemented the steady state PL results with PL lifetime measure-
ments for different samples of PbSe/CdSe QDs, suspended in C2Cl4. The
steady-state PL spectrum was broadened considerably for all samples to
about 250 nm (full width at half maximum). Hence each sample was probed
at several wavelengths. Figure 5.3(a) shows a typical decay curve for Pb-
Se/CdSe QDs and its PbSe QD parent. From this logarithmic plot, we
clearly see that the PbSe QD decay is monoexponential. It is considerably
faster than the decay of PbSe/CdSe QDs, which is multiexponential.

From a single exponential fit to the decay curves of a 4.6 nm PbSe
QD sample (see Figure 5.3(a)), we obtain an experimental lifetime τ0 of
0.969 ± 0.002 µs, 0.979 ± 0.002 µs and 1.067 ± 0.002 µs respectively
at a wavelength of 1375, 1425 and 1500 nm. These results agree with
the 1.04 µs measured by Kigel et al.11 for 4.7 nm PbSe QDs in chloro-
form. The decay curves of the different PbSe/CdSe QD samples were fitted
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with a double exponential, a stretched exponential function and a lognor-
mal distribution of decay rates12. The stretched exponential function and
the lognormal distribution resulted in a much poorer fit than the double ex-
ponential function. For all samples, the double exponential fit yields two
decay constants differing by about a factor of 10. However, the intensity
(area under decay curve) of the slow decay was 5 to 20 times higher than
the intensity of the fast decay. For this reason, we will focus our analysis
on the slow component of the decay.

Figure 5.3(b) shows the results of the fit procedure (open light-grey
squares, open black and grey markers). The lifetime differs significantly for
different samples, ranging from 1.5 to 7 µs. The fact that PbSe/CdSe QDs
from different suspensions, yet with comparable core diameters and shell
thicknesses yield strongly different lifetimes suggests that the experimental
lifetime τ0 depends on the QY of each sample. In that case, the radiative
lifetime τrad follows from:

τ0 = (τ−1
rad + τ−1

nrad)
−1 = τradQY (5.1)

Since we are not able to determine the absolute QY, we cannot determine
the τrad of the QDs. However, the relative QY allows us to rescale the val-
ues of τ0, so we can compare the lifetimes of different QD suspensions. In
Figure 5.3(b) the arrows illustrate that by rescaling the lifetime of each of
the open red and open blue markers to the QY of the sample with full green
squares, we obtain a one-to-one relation between core size and lifetime.
We note that these values, between 4 and 7 µs, are a lower limit of τrad.
From Figure 5.3(b), we see that the lifetime decreases with increasing core
diameter. This was predicted by Moreels et al.13 using the molar extinction
coefficient at the band gap for PbSe QDs up to 5 nm. Kigel et al.11 mea-
sured a similar decreasing trend. For all wavelengths, the values are at least
4 to 6 times higher for PbSe/CdSe QDs than for PbSe QDs11;14;15.

5.1.3 Emission Oscillator Strength

From the lower limit of the radiative lifetime obtained above for PbSe/CdSe
QDs and literature values for PbSe QDs11;14, we can calculate an upper
limit of the oscillator strength fif,P bSe/CdSe,em and fif,P bSe,em of the emit-
ting transition.

fif,em =
2πε0c

3me

e2

g

ns |fLF |2 ω2
τ−1
rad (5.2)

Dielectric screening will affect the radiative lifetime. Therefore we correct
for this local field effect with fLF . While the absorption oscillator strength
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Figure 5.3: (a) Typical decay curve for PbSe/CdSe QDs and their PbSe
QD parent, shown on a logarithmic scale illustrates the longer lifetime of

PbSe/CdSe QDs. A single exponential fit is shown for PbSe and a
biexponential fit for PbSe/CdSe. (b) Lifetime for 7 samples of PbSe/CdSe
QDs. Each sample is probed at different wavelengths (markers with equal
colour and symbol). Light gray squares have a PbSe QD parent diameter

of 6.09 nm, black markers a PbSe QD parent diameter of 5.83 nm and grey
markers a parent diameter of 4.57 nm. Open symbols give the decay
constant for the slow component obtained from a bi-exponential fit to

experimental decay curves. Closed symbols give the fitted values rescaled
according to the QY of each individual sample, taking the sample with

open light-gray squares as the standard.
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is the sum of the transition strengths of all exciton states fk:

fif,abs =

g∑
k=1

fk (5.3)

the emission oscillator strength is, taking into account possible splitting
between the states, a Boltzmann weighted average of the transition strength
of each exciton state16:

fif,em = g

∑g
k=1 fke

−∆Ek
kT∑g

k=1 e
−∆Ek
kT

(5.4)

Effectively, this yields the average transition strength of the states that con-
tribute to emission. Since emission comes from radiative decay of a single
exciton, which occupies only one of all possible ground exciton states, and
absorption involves all exciton states, we multiply in Eq. 5.4 by the to-
tal number of exciton states g = 64 to obtain a total emission oscillator
strength. This is equivalent to compressing the fine structure to one single
emitting state with degeneracy g and oscillator strength fif,em.

The resulting values for fif,P bSe/CdSe,em and fif,P bSe,em are repre-
sented by the open markers in red and blue respectively in Figure 5.4. The
values for fif,P bSe,em are similar to the values obtained from the absorp-
tion spectrum fif,P bSe,abs. Values smaller by at least 75% are found for the
emission oscillator strength fif,P bSe/CdSe,em.

5.1.4 Discussion

PL Quenching

The quantitative analysis of the absorption and luminescence data yields
contradictory outcomes. While the energy and the absorption oscillator
strength of the band gap transition in PbSe/CdSe are indicative of a type-I
localization regime, the sensitivity of the emission QY and the increase in
exciton lifetime associated with a decrease in emission oscillator strength
suggest that one of the carriers is delocalized over the entire QD (quasi-
type-II) or even localized in the CdSe shell (type-II). To pinpoint the local-
ization regime, we added dodecanethiol (DDT), a well-known hole scav-
enger for CdSe17;18 and PbSe19;20and methyl viologen (MV2+), an elec-
tron scavenger21;22, to PbSe/CdSe suspensions and analyzed their effect on
the photoluminescence.

Adding DDT (150µM) to a PbSe/CdSe suspension does not affect the
QY (Figure 5.5(a)). It redshifts the emission spectra by 20-40 nm (see Fig-
ure 5.5(b)), indicating interaction of at least one of the charge carriers with
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QDs.
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PbSe25 cubic CdSe26;27

me 0.047 0.12
mh 0.040 0.8

Table 5.1: Effective masses of PbSe and cubic CdSe.

the surface23;24. In contrast, addition of DDT to a PbSe QD sample re-
sulted in significant quenching of the PL. Methylviologen dichloride was
dissolved in isopropanol (IPA) and the MV2+/IPA mixture was added in a
1:33 (v:v) ratio to obtain a 150µM MV2+ concentration. As a reference,
we added the same amount of pure IPA to an identical QD sample, which
resulted in a 50% drop of the QY. Adding the MV2+ mixture however im-
mediately quenches the PL signal to values below the detection limit (Fig-
ure 5.5(c) and Figure 5.5(d)). The same result was obtained for a PbSe
QD reference sample. This shows that PbSe/CdSe QDs emit from a state
in which the electron wave function reaches the surface and the hole wave
function is well confined to the core. It confirms that PbSe/CdSe are in
the (quasi)-type-II localization regime. The delocalization of the electron
will reduce the wavefunction overlap to some extent. However, these mea-
surements are not sufficient to conclude that this reduction in overlap fully
accounts for the reduction in emission oscillator strength. In addition, they
do not explain why the absorption oscillator strength essentially remains
unchanged.

Effective Mass Modelling

Atomistic calculations that reconcile the experimental results are not yet
available. Therefore, we interpret our results in terms of an effective mass
model, based on literature data of the bulk band alignment and the effective
masses25–27. In addition, we use the energy criterion introduced by Klimov
et al. to classify quantum confined heterojunctions based on their carrier lo-
calization28. This criterion can best be appreciated by means of the square
of the wavenumber for electron (k2

e ) and hole (k2
h):

k2
e,h =

2me,h

~2
(Ee,h − Ve,h)

Here, Ve,h denotes the potential (i.e., the position of the bulk energy bands)
in each region and me,h the effective mass for electron and hole. If k2 is
negative, the wavenumber is imaginary, resulting in an exponentially de-
caying wave function. Provided that the characteristic decay length k−1
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is sufficiently small, this means that a charge carrier is preferentially found
in that region of the heterostructure where k2 is positive and the resulting
wave number is real. Hence, looking at binary heterostructures, we talk
about type-I regime, if k2

e and k2
h have the same sign in each region of the

heterostructure. For type-II regime, k2
e and k2

h have opposite sign in every
region. Finally, for quasi-type-II regime, k2

e and k2
h have the same sign in

one of the regions, and opposite sign in the other region (see Figure 5.6(a)).

According to Michaelson29, bulk PbSe and CdSe have a type-I bulk
band alignment with a valence band offset of 0.78 eV and conduction band
offset of 0.70 eV. Using the effective masses of PbSe and CdSe as summa-
rized in Table 5.1, we obtain the wave function of a PbSe/CdSe QD with a
core radius of 1.5 nm and a shell thickness 1 nm as plotted in 5.6(b). Due to
the difference in effective mass between electron and hole in CdSe, we find
that the electron wave function spreads throughout the entire QD, while the
hole wave function is confined to the core. Taking the band offset ∆ as
an adjustable parameter, we find that PbSe/CdSe QDs are at the boundary
between the type-I and quasi-type-II regime. The overlap integral slightly
drops from a value close to one for large band offsets to about 0.8 when ∆
equals zero. Since the overlap integral is directly proportional to the oscil-
lator strength, this confirms the experimental result that fif,P bSe/CdSe,abs
does not significantly differ from fif,P bSe,abs.

Eventhough there is only a small reduction in overlap, the electron
wavefunction does have a non-zero value at the QD outer surface, while
the hole wavefunction is negligible at the QD outer surface. This overall
picture is confirmed by the PL quenching experiments, which show that the
electron is transferred to the electron acceptor at the surface, while the hole
does not transfer to the hole acceptor.

This simple model fails to explain why fif,P bSe/CdSe,em is reduced.
The fact that the QY of PbSe/CdSe QDs is comparable to and often higher
than that of PbSe QDs and the clear dependence of fif,P bSe/CdSe,em on the
QD diameter indicate that this is most likely an intrinsic PbSe/CdSe QD
property, and not an artefact due to surface-state mediated radiative recom-
bination. Therefore, it suggests that the fine structure of PbSe/CdSe QDs,
which our model cannot resolve, is more complex. Looking at Eq. 5.3 and
Eq. 5.4, fif,abs and fif,em will only differ significantly, when (a) the en-
ergy splitting is much larger than the thermal energy kT and (b) the emit-
ting states have a much lower oscillator strength than the absorbing states.
Therefore, the band edge emission in PbSe/CdSe QDs comes from states,
that are fundamentally different from the bright absorbing states.
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Figure 5.6: (a) Definition of types of localization regimes in core/shell
quantum dots in terms of the square of the wavenumber k2.(b) Electron

and hole wave functions (r2Ψ2) for PbSe/CdSe QDs (green and red) in a
simple effective mass model illustrate the delocalized electron wave

function. The confinement energy (striped) is drawn within the bulk band
diagram. (c) Overlap integral as a function of the conduction band offset
∆. The dotted line shows the overlap integral for PbSe QDs shows that

even for zero offset the overlap only reduces by 20%.
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Stokes shift

A splitting of the band edge in a lower energy dark and higher energy
bright state due to the exchange interaction was predicted for PbSe QDs
by An et al.16. This so-called exchange splitting however is only between
0 and 20 meV. Hence, at room-temperature these states are both populated
due to thermal excitation, resulting in similar values for fif,P bSe,abs and
fif,P bSe,em. According to An et al.16, the exchange splitting, together
with the intervalley splitting, explains the non-resonant Stokes shift in PbSe
QDs. Figure 5.7(b) shows the Stokes shift of PbSe QDs (blue squares) and
PbSe/CdSe QDs (red dots) as a function of absorption energy or core size.
Our values for PbSe QDs extrapolate well to the theoretical values reported
for small QDs16;30;31.

Like the band gap energy, the PbSe/CdSe QD Stokes shift depends only
on the core size, but it exceeds that for PbSe QDs by 50 to 100 meV. For
small cores, it reaches a value of 200 meV. The molar extinction coefficient
at energies well above the bandgap is typically volume dependent for col-
loidal QDs. Therefore a broad size distribution can result in a shift in the PL
spectrum, because larger particles are excited more than smaller particles.
To quantify this effect, we write the PL intensity φem proportional to the
Gaussian concentration distribution G and the molar extinction coefficient
ε:

φem ∼ c0G (µd, σd) ε (Eex) ∼ c0G (µd, σd) d
3

Here c0 is the total QD concentration, µd the average QD diameter and
σd the QD diameter standard deviation. Using the raw moments of the
gaussian distribution the relative shift in mean diameter in the PL spectrum
can be obtained:

∆µd
µd

=
3σ4

d + 3σ2
d

3σd2 + 1

This shift is indeed highly dependent on the size distribution. Using the
sizing curve of PbSe, we calculated the energy shift in the PL spectrum
as a function of the QD diameter for three different size distributions (see
Figure 5.7(a). For small size distributions (5%) the shift is about 5 meV
and hence not enough to explain the PbSe Stokes shift.

For PbSe/CdSe QDs, we showed in Section 4.2 (see p. 89) that the mo-
lar extinction coefficient is largely determined by the total QD volume with
only a small dependence on the ratio Vshell/VQD.32 Since the total vol-
ume and total size dispersion remain constant for these QDs throughout the
exchange procedure9, we expect an increase in the Stokes shift due to non-
uniform excitation of maximum 10 meV for the most broadened sample.
The large Stokes shift is therefore not an artefact of size broadening, but
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Figure 5.7: (a) The shift in the PL mean energy as a function of the PbSe
QD diameter for three different size distributions shows that the size

distribution can result in an apparent Stokes shift (b)Stokes shift for PbSe
QDs (full and open11 black squares) is much smaller than for PbSe/CdSe

QDs (full grey squares).

due to an intrinsic physical effect. Increased splitting in the fine structure
will according to Boltzmann statistics result in an increased Stokes shift.
Hence, it confirms that the band edge emission results mostly from lower
energy states with reduced oscillator strength as compared to the higher
energy absorbing states.

This fine structure cannot be understood without extensive modelling.
The nature of the interface, both in the real and in the reciprocal lattice
(the band edge states are around the L-point for PbSe and the Γ-point for
CdSe) probably has a strong influence on the electronic properties of these
heterostructures. This could result in increased exchange and intervalley
splitting, or might induce states at the PbSe/CdSe interface. For PbTe/CdTe
however, theoretical calculations did not yield such interfacial states33, be-
cause the atomic structure of the lattice at the interface is virtually unper-
turbed.
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5.1.5 Conclusion

In conclusion, we show that both the energy and the absorption oscillator
strength of the first absorption peak in PbSe/CdSe quantum dots follow the
same trend with core diameter as PbSe QDs. On the other hand, PL lifetime
measurements yield an oscillator strength in emission that is reduced by at
least 75%, compared to the PbSe/CdSe oscillator strength from absorption
and the PbSe QD oscillator strength in absorption and emission. Moreover,
the addition of an electron scavenger leads to a complete quenching of the
PbSe/CdSe QD PL, while a hole scavenger does not. These results can be
rationalized by an effective mass model that depicts a PbSe/CdSe QD as
a quantum confined heterostructure at the boundary between a type-I and
a quasi-type-II localization regime. They show that the absorbing states
essentially remain unchanged by the addition of a CdSe shell. However,
they do not explain the reduction of the oscillator strength of the band gap
emission. In combination with the significantly increased Stokes shift, we
conclude that the band gap emission in PbSe/CdSe QDs comes from funda-
mentally different states with lower oscillator strength that are energetically
well separated from the absorbing states at room temperature. Moreover,
these emitting states are different than the emitting states in PbSe QDs. De-
pending on the degeneracy of the emitting states, these binary heterostruc-
tures could allow lasing in the NIR wavelength range using single excitons.
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6
Transient Absorption and Stimulated

Emission in PbSe and PbSe/CdSe

6.1 Transient Absorption Spectroscopy

6.1.1 The TA setup

Understanding the dynamics of charge carriers in QDs is essential to design
the next generation of high performance optical materials for applications
in integrated photonics. An indispensable technique to monitor the dynam-
ics of charge carriers is transient absorption spectroscopy1. In this mea-
surement, a short laser pulse excites carriers to a higher energy level. The
population of carriers in a certain QD state is subsequently monitored by
measuring the change in transmission over time of a probe laser resonant
with a transition from or to this state (see Figure 6.2).

To access the ultrafast timescale that governs the dynamics of the charge
carriers in QDs, a femtosecond pulsed laser is needed. Moreover, to get the
excitation densities high enough to study the interactions of multiple exci-
tons, the energy of the pulse needs to be sufficiently high. Currently, only
one type of laser satisfies these requirements: the optically pumped and
amplified femtosecond titanium-sapphire laser, emitting a maximum of a
few mJ of energy per pulse around 800 nm.

Figure 6.1 shows the layout of the setup at TUDelft that was used in
this thesis. A commercial Ti:S laser system (Mira- Legend USP, Coherent
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Figure 6.1: Scheme of the transient absorption spectroscopy setup. BS1,
BS are beam splitters; OPERA and TOPAS are optical parametric

amplifiers; F: filter; Ddiff and Dabs: difference and absolute detector
(reprinted from Trinh 2)

Inc.) seeds a separate optical parametric amplifier for the pump (Topas-
800-fs, Coherent Inc.) and probe beams (Opera, Coherent Inc.). These
OSA’s convert the pump and probe to the desired energy. Pump and probe
beams overlap under a small angle (3◦) in a cuvette of 10 mm path length
(see Figure 6.2) and are imaged onto InGaAs pin photodiodes (Hamamatsu
G5853-23, G8605-23). The polarization of the pump and probe is made
orthogonal so that pulses of similar photon energy can be separated with
polarization filters.

The delay stage in the setup (see Figure 6.1) permits variation in the
delay time between the pump and probe pulses in a temporal window ex-
tending to 1 ns. The measured fractional transmission signals, called tran-
sient absorption (TA) in the following, may be written as TA =

Ton−Toff
Toff

,
where Ton denotes the probe transmission with pump on and Toff the probe
transmission with pump off. With this definition, bleach and emission yield
positive TA signals while an increase in absorption yields negative TA sig-
nals.

The TA signal can easily be converted to a differential absorption signal
∆α:

∆α = αoff − αon = log
Ton
Toff

= log(1 + TA)

where αoff and αon are the absorbance with the pump off and on respec-



CHAPTER 6 121

!"#$%&'(#)%"*

* +,*

-./*0$1*(%0#1&*23*0*425*/61778*#61*/6)9#*%9*02/%$:#)%"*)"*0)$*)/*71//*0"&*)#*1;1"*&)/0::1$0/*

9%$* 0* #6)(<1$* /6177=>,* !"* 0&&)#)%"8* /#'&)1/* 9$%?*@)9/6)#A* 1#* 07=>,8>B* /6%C* #60#* 4251D425* 0"&*

4251D4251E5FGE*(%$1D/6177*-./*1E6)2)#*6)H61$*:6%#%7'?)"1/(1"(1*I'0"#'?*199)()1"()1/*J%9*

':*#%*B,KL*#60"*:70)"*(%$1*-./=**

*

!"#$%&'()*(+,-.(/$,01&23-$04'0)0*,5($1(267&84($
*

M7#$090/#*#)?1G$1/%7;1&*%:#)(07*:'?:G:$%21*/:1(#$%/(%:3*)/*0*:%C1$9'7*#%%7*9%$*#61*

)";1/#)H0#)%"*%9*'7#$090/#*:$%(1//1/* )"*-./=*N6)/* #1(6")I'1*60/*211"*'/1&*#%*:$%21*1"1$H3*

$170E0#)%"* )"* #61* 1E()#1&* /#0#1* ?0")9%7&* %"* 0* #)?1* /(071* %9* 6'"&$1&/* %9* 91?#%/1(%"&* #%*

"0"%/1(%"&/=*M7#$090/#*1E:1$)?1"#07*#1(6")I'1/*60;1*07/%*211"*'/1&*#%*:$%21*%:#)(07*H0)"8*

(60$H1* #$0"/91$8* )%")A0#)%"* &3"0?)(/8* (0$$)1$* ?'7#):7)(0#)%"8* 0"&* #61* %#61$* &3"0?)(07*

:$%(1//1/=>>*

*

*

*

*

*

*

*

*

*
O)H'$1*P=*4$)"():71*%9*0*:'?:G:$%21*1E:1$)?1"#=*4'?:*(0'/1/*0*(60"H1*%9*02/%$:#)%"*%9*#61*
:$%21*:'7/18*C6)(6*)/*?10/'$1&*23*0*&1#1(#%$*0/*0*9'"(#)%"*%9*#)?1*&1703*21#C11"*#61*:'?:*
0"&*:$%21*:'7/1/=****
*

O)H'$1*P*/6%C/*#61*(%"(1:#'07*/(61?1*%9*0"*%:#)(07*:'?:G:$%21*1E:1$)?1"#=*Q"*

1"1$H1#)(* :'7/1* J#61* R:'?:S* :'7/1L* $1/%"0"#* C)#6* 0"* 171(#$%")(* #$0"/)#)%"* %9* #61* /3/#1?*

'"&1$* /#'&3* :1$#'$2/* )#/* 02/%$:#)%"T* #61* /'2/1I'1"#* /3/#1?* 1;%7'#)%"* )/* ?%")#%$1&* 23*

?10/'$)"H*#61*#$0"/?)//)%"*(60"H1*%9*0*&17031&8*C10<*R:$%21S*:'7/1=*U"1*'/'0773*&1#1(#/*

#61* :'?:G)"&'(1&* ;0$)0#)%"* %9* #61* :$%21* )"#1"/)#38* ?10/'$1&* 23* 0* /7%C* &1#1(#%$8* 0/* 0*

9'"(#)%"*%9*#61*#)?1*&1703* *21#C11"*:'?:*0"&*:$%21*:'7/1/=*N%*&)/#)"H')/6*#61*#$0"/?)##1&*

:$%21* 9$%?* #61* :'?:* :'7/18* (%7%$* 9)7#1$/* %$* %$#6%H%"07* :%70$)A1$/* (0"* 21* '/1&=* * N61*

4$%21*

4'?:*

.1#1(#%$*

50?:71*

4'?:* 4$%21*

V60"H1*)"*02/%$:#)%"*

#*

Figure 6.2: Principle of a pump-probe experiment. Pump causes a change
of absorption of the probe pulse, which is measured by a detector as a

function of time delay between the pump and probe pulses.(reprinted from
Trinh 2)

tively. Gain occurs when ∆α > αoff . Note that this requires a separate
measurement of αoff (or α0), usually with a regular absorption spectrom-
eter.

6.1.2 From TA transients to QD Population Dynamics

The operating principle and resulting time transient is illustrated in Fig-
ure 6.2. To relate the recorded time transients to the population dynamics,
the first step is to convert the excitation power to the number of excitons
created by the pump pulse. This can be done by measuring the pump laser
power P and the diameter of the pump spot dspot entering the sample, to
extract the photon flux density Φ0:

Φ =
P

frep

1

~ω
4

πd2
spot

Here frep is the repetition rate of the laser (typically 1 KHz) and ~ω the
energy of the pump photon. The average number of excitons created by
the pulse Neh then becomes, with the absorption cross section at the pump
wavelength σpump:

Neh =
1

L

∫ L

0
Φ(z)σpump (6.1)

= Φ0
1− 10−α0L

〈QD〉L (6.2)
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Here we have used the relation between the absorbance and the QD cross
section (see Eq. 4.1 where σ = µiVQD). L is the cuvette length and 〈QD〉
is the QD concentration in the sample.

The probability that a QD has n excitons for a given average Neh num-
ber of excitons is described by the Poisson distribution3:

P(n,Neh) =
Nn
ehe
−Neh

n!
(6.3)

This we can use to get a more accurate measurement of Neh. As Neh

depends quadratically on dspot and the differential absorption signal de-
pends on the overlap of the pump and probe beam, it is more precise to
derive Neh from a pump-dependent measurement of the differential ab-
sorption at the bandgap, when all multi-excitons have recombined through
Auger recombination and a population of single excitons remains, accord-
ing to the following distribution:

∆α500ps =
2α0

g
(1− e−Neh) = A

(
1− e−BP

)
Here g is the degeneracy of the level. A global fit to the differential ab-
sorption vs pump power around the bandgap yields a relation between Neh

and P with the fit parameter B. To illustrate the necessity of this correc-
tion, we obtain for the PbSe QDs, used in Section 6.2, the cross section
αpulse = 0.132 cm−1 , which differs from the value measured in the linear
absorption spectrum αpulse = 0.180 cm−1, because of errors in the spot
size and the overlap between pump and probe beam.

At early delay times (typically 5 to 10 ps), the carriers have cooled to the
band gap, but have not yet recombined through Auger recombination. This
therefore gives a direct measurement of the average number of excitons ñ
around the band gap

∆α5ps =
2α0

g
ñ

=
2α0

g

 g∑
n=1

nP(n,Neh) +

∞∑
n=g+1

gP(n,Neh)

 (6.4)

This is a so-called state-filling model3, where ñ cannot exceed the degen-
eracy g of that level.

The ratio of ∆α5ps/∆α500ps of the differential absorption at early and
late delay times is a measure of the average number of excitons per excited
QD. In the limit of high fluences, this ratio will approach g. In the limit of
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low fluence, the lower limit is one. This ratio is heavily used in the context
of carrier multiplication in QDs. It will exceed one, even for very low
fluences, if carrier multiplication is significant (i.e. when the pump energy
exceeds 3 Eg 2;4).

Finally, the TA transients at different pump powers can be used to ex-
tract the Auger lifetimes of multi-excitons. We use an adapted fitting proce-
dure, similar to the procedure by Klimov et al. 5 . Figure 6.3 illustrates the
fitting procedure. It shows the differential absorption vs log(time) for dif-
ferent pump fluences (Neh) for PbSe QDs around the band gap. First a sin-
gle exponential is fit to a low pump fluence trace (Neh = 0.8), dominated
by single excitons and biexcitons to extract the biexciton lifetime. Next
the Neh = 1.6 trace is fitted with a biexponential, but keeping the biexci-
ton lifetime constant, as to extract the triexciton lifetime. This scheme is
continued until the highest pump fluence is reached.

As a disclaimer, we would like to add that extracting relevant data from
TA measurements not only requires a good knowledge of the underlying
QD physics, but also of the intricate details of the measurement setup.
Many details, including overlap of the pump and probe beam, pump and
probe beam spot size, stability of the optical delay stage, laser prepulses,
coherent effects of the pump pulse, laser and sample stabilty, shaken or
stirred samples6 etc, can influence the shape and magnitude of TA tran-
sients, without being obvious. Therefore, care (and thus time) has to be
taken to understand and elliminate the effect of each of these artefacts be-
fore interpreting TA results.

6.2 Intraband Absorption

6.2.1 Introduction

Literature Study

The design of efficient and competitive materials for the photonics indus-
try based on QDs requires a precise understanding of the electronic states
involved in light-matter interaction and the decay dynamics of photogen-
erated carriers. In the case of QDs with their first exciton absorption in
the near infrared (800–2000 nm), most studies have focused on interband
transitions and intraband relaxation.7–10 On the other hand, a few literature
studies indicate that additional electronic transitions are relevant in excited
QDs. Intraband absorption between the 1S and 1P state has been studied
extensively for CdSe,11–13 PbSe10;14 and PbS,15 with good agreement be-
tween experiment and theory. In the case of CdSe QDs, several authors16–19



124 TRANSIENT ABSORPTION

20x10-3

15

10

5

0

Δ
α

 [c
m

-1
]

1
2 4 6

10
2 4 6

100
2 4 6

1000
Time [ps]

Neh = 0.4

Neh = 0.8

Neh = 1.6

Neh = 2.5

Figure 6.3: Differential absorption vs log(time) for PbSe QDs under
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fluences traces (Neh = 0.4, 0.8) are fitted using a single exponential to
extract the biexciton lifetime. Next the Neh = 1.6 trace is fitted with a

sum of two exponentials, where we keep the biexciton lifetime constant, as
to extract the triexciton lifetime, etc.
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reported photoinduced absorption (PA) at wavelengths directly below the
band gap, which they attributed to absorption from excited trap states at the
QD surface. Recent work on CdSe QDs20 and CdSe/CdS QDs21 identified
absorption from holes to be the main contribution to this signal. For PbS
QDs coupled to nanostructured metal oxides,22;23 a similar broad PA fea-
ture below the band gap was observed, though its origin remained unclear.

In this Section we report on strong, broadband photo-induced absorp-
tion (PA) in lead chalcogenide QDs, starting at photon energies directly
below the bandgap. Using femtosecond transient absorption (TA) spec-
troscopy, we find that the decay of the PA matches the recovery of the
band gap absorption. Therefore, we interpret the PA in terms of transi-
tions of excited electrons and holes from the lowest conduction (LUMO)
and the highest valence band state (HOMO) to the conduction and valence
band continuum, respectively. Moreover, we demonstrate that this broad
intraband absorption is a characteristic of several Pb chalcogenide QDs,
including PbSe and PbS core QDs and PbSe/CdSe core/shell QDs. Using
tight-binding24 calculations — in collaboration with Universit de Lille 1 —
on PbSe QDs, we show agreement between the observed PA and the cal-
culated intraband absorption spectrum. The calculations shed light on the
initial and final states involved in the photoinduced absorption process.

Rationale

Because of intraband absorption, excited Pb chalcogenide QDs absorb light
in a wavelength range where ground state QDs are transparent. Depend-
ing on the size of the QDs, this wavelength range can be tuned to cover
wavelengths around 1300 and 1550 nm, which are widely used in opti-
cal communication. Since intraband transitions have a strong absorption
coefficient and are followed by picosecond intraband cooling, our find-
ings show that Pb chalcogenide QDs are highly relevant materials for tele-
com applications. Free carrier absorption (FCA), the equivalent process
in bulk semiconductors, is nowadays widely studied for optical modula-
tion.25;26 However, momentum conservation forbids intraband transitions
in this case, which makes that a phonon is needed for FCA. This results in
a relatively low absorption coefficient and makes applications in ultrafast
optical switching sensitive to the device temperature. Hence, by proving
that intraband absorption is an allowed process in Pb chalcogenide QDs
over a broad wavelength range, our results are a particular example of how
size quantization affects the properties of materials up to a level where they
outperform bulk materials.
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Figure 6.4: Steady state (red line, right axis) and differential transient
absorption spectrum (black dots, left axis) of PbSe QDs (left graph) and

PbSe/CdSe (right graph) 5 ps after the pump pulse shows absorption
bleach (AB) of the band gap absorption (∆α = α0 − α > 0) and

wavelength-independent photoinduced absorption (PA, ∆α < 0) below
the band gap.

6.2.2 Experimental Results

TA Measurements and Analysis

Figure 6.4 shows the change in absorption of PbSe core (d = 4.6 nm) and
PbSe/CdSe core/shell QDs (4.5 nm core, 0.5 nm shell) following excitation
with a 50 fs pump pulse (λpump =790 nm). This resulting excited state
cools down rapidly.1 A buildup of carriers at the band gap reduces the band
gap absorption (absorption bleach, AB), as can be seen in Figure 6.4. Here,
a bleach is indicated by a positive value for ∆α = α0 − α, where α0 is
the steady state absorbance and α is the absorbance after the pump pulse.
However, below the bandgap (1700 nm to 2000 nm) we observe a negative
∆α for both materials, indicating photoinduced absorption (PA).

To gain insight into the nature and strength of the PA, we performed
power and wavelength dependent measurements. At high fluences, when
more than one exciton is created per QD, the distribution of multiexcitons
is Poissonian and the decay of the TA signal is governed by Auger recom-
bination.5 After 500 ps all multiexcitons have recombined, leaving a pop-
ulation of singly excited QDs. Assuming an initial Poissonian distribution
of carriers, the normalized differential absorption after 500 ps becomes:

∆α500ps

α0
=

2

g
(1− e−Neh) (6.5)
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Here we have expressed the pump power as the average number Neh of
excitons that are created per QD by the pump pulse (see Section 6.1). g is
the degeneracy of the LUMO and the HOMO. The factor two accounts for
both electrons and holes, since the differential absorption is proportional to
the sum of all involved carriers.27

The power dependence of the PA for short and long times after the pump
pulse is given in Figure 6.5(a) for PbSe. A similar behaviour is observed for
PbSe/CdSe (see Figure 6.5(b)). At short delay times (red curves), the PA is
linear with Neh within the given power range, in agreement with a Poisson
distribution of the initial excitons. At long times, we observe a trend, which
fits well to Equation 6.5.

Based on these traces, we quantify the strength of the AB and PA transi-
tion as the absorbance per exciton αAB,ex and αPA,ex respectively. αPA,ex
is the maximum PA after long delay, obtained from fitting Equation 6.5 to
the blue curves in Figure 6.5 (see Table 6.1). For PbSe αAB,ex (obtained
in the same way) is 16.9 · 10−3cm−1 (FWHM=81 meV). The intraband
transition is about 10 times weaker. The PA per exciton αPA,ex in Pb-
Se/CdSe is also about 10 times weaker than the αAB,ex (88 · 10−4cm−1,
FWHM=105 meV). To compare both materials, the absorption coefficient
µ28 and the cross section σ = µVQD for the PA are also given in Table 6.1.
The cross sections are very similar for both materials. The larger volume
of PbSe/CdSe results in a lower µ than PbSe QDs with similar core size. µ
is proportional to the oscillator strength and the local field factor.29 Given
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PbSe
λprobe αPA,ex µPA,ex σPA,ex
[nm] [cm−1] [cm−1] [cm2]
1700 1.54 · 10−3 187 9.2 · 10−18

1850 1.29 · 10−3 157 7.7 · 10−18

2000 1.57 · 10−3 190 9.7 · 10−18

PbSe/CdSe
λprobe αPA,ex µPA,ex σPA,ex
[nm] [cm−1] [cm−1] [cm2]
1700 8.6 · 10−4 92 8.0 · 10−18

1850 5.6 · 10−4 82 7.1 · 10−18

2000 8.6 · 10−4 92 8.0 · 10−18

Table 6.1: Photoinduced absorbance for a population of one exciton in the
initial state αPA,ex, derived from a Poissonian fit, together with the

absorption coefficient for PbSe and PbSe/CdSe QDs.

the increasing local field factor in core/shell QDs compared to core only
QDs,30 a lower µ translates in a lower oscillator strength for PbSe/CdSe
QDs.

Figure 6.6 shows that after 10 ps delay the transient absorption for PbSe
at the band gap maximum (red trace) and below the band gap (black traces,
inverted for clarity) follow a very similar time dependence for three differ-
ent values of the pump power. This decay is due to Auger recombination.
Fitting a sum of three exponentials to the absorption transients31 yields a
biexciton lifetime of 82 ps, a triexciton lifetime of 32 ps and a quadrexciton
lifetime of 13 ps for the PbSe QDs at the bandgap. The PA transients differ
from the transients at the band gap for early delay times. The onset is much
steeper, which is clearest for the highest pump power (see Figure 6.6c). For
both high and for low pump powers, an initial decay is present, which we
do not observe in the differential absorption transients around the bandgap.
The fitting procedure31 yields a lifetime of 1.2 ps for this initial decay.
Similar dynamics are observed for PbSe/CdSe QDs, as summarized in Ta-
ble 6.2.

The band gap bleach only develops when hot carriers have cooled to the
band gap. However the fast rise of the PA suggests that hot carriers also ex-
hibit PA (see Figure 6.6b). To corroborate this, we measured the TA of very
small PbS QDs (2.45 nm), for which the pump is resonant with the band
gap transition (see Figure 6.6b). In this case, no fast initial decay compo-
nent is observed, which corroborates the assumption that hot electrons and
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Figure 6.6: (a,b,c) Absorption transients for the differential absorption at
the band gap (1450 nm, red) and below the band gap (1850 nm, black,

inverted for clarity) for PbSe QDs show similar decay dynamics after 10
ps for three different values of the pump power ( a) Neh = 0.17, b)

Neh = 0.7 and c) Neh = 2.1). An initial faster decay is present in the PA
transients for all three pump powers shown. (d) Absorption transients for
very small PbS QDs (2.45 nm) for which the pump is resonant with the

band gap transition (780 nm) show PA (∆α < 0), yet no fast initial decay
component.
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[ps] PbSe PbSe/CdSe
τA,n=2 82± 7.7 84± 6.4

τA,n=3 32± 8.9 16± 0.84

τA,n=4 13± 3.5 -
τhot 1.2± 0.13 1.3± 0.24

Table 6.2: Auger decay times and initial decay times for PbSe and
PbSe/CdSe QDs, as extracted by the fitting proceduce.

holes also show PA.

Interpretation of the Results

The wavelength-independent PA we observe in these near-infrared QDs
could have different origins, such as

1. Coulomb shifts in the multiexcitonic absorption spectrum,32–37

2. absorption from surface-localized states or defects,18;38–40

3. intraband absorption.10;13;19;41

Coulomb shifts can be excluded, since the PA is observed up to 2000
nm, well below the band gap. Moreover, a Coulomb shift would result in a
characteristic anti-symmetric TA spectrum,27 not the broadband signal we
observe here (see Figure 6.7).

Malko et al.16reported PA in absorption transients of colloidal CdSe
QDs. An extensive study revealed a strong dependence on solvent and sur-
face passivation, along with a limited size dependence of the PA cross sec-
tion. This study indicates a strong influence of the QD surface. Given the
high cross section, Malko et al. attributed the TA to transitions from dan-
gling surface bonds to excited states in the capping or surrounding matrix,
rather than intraband absorption. Since we work with a considerably lower
photon energy (0.5 to 0.8 eV vs. 2.0 to 2.5 eV), a transition to a final state in
the surrounding matrix is unlikely at these low energies. Furthermore, since
the dynamics and strength of the PA of PbSe and PbSe/CdSe QDs are very
similar, despite having very distinct surface properties, makes PA from sur-
face defects improbable. Moreover, the PA we observe at long delay times
saturates with increasing pump power, similar to the bleach of the band gap
absorption. This shows that the initial state of the PA after carrier cooling
is in fact the band gap exciton. That QD core states are involved, instead of
surface states, is further confirmed by the Auger dynamics of the PA signal.
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Figure 6.7: Simulation of the nonlinear absorption spectrum for Neh = 0,
2, 3, 4 and 8 for a spectral redshift of 10 meV/exciton.

We therefore conclude that the PA observed here finds its origin in intra-
band absorption. This is in line with a recent study of photocharging6;42 of
PbSe QDs, where pumping with 1.5 eV photons did not result in significant
photocharging. Based on the interpretation of the PA as intraband absorp-
tion, we attribute the quick rise time to intraband transitions from higher
energy excited states (see Figure 6.6.a). The correspondence between the
time constant of the initial decay (see Figure 6.2) we measure and literature
values for intraband carrier cooling8;9;43 corroborates this interpretation.

6.2.3 Tight-binding Calculations

The tight-binding calculations in this Section were kindly provided through
a cooperation with Sergio Carrillo and Christophe Delerue from Université
de Lille 1.

Theory of Intraband Absorption in QDs

Intraband absorption is forbidden in first order for bulk semiconductors. In
order to conserve the crystal momentum, phonon absorption or emission
is needed. The process is commonly called free carrier absorption (FCA)
and is well described by a Drude model. In the case of a particle in an
infinite spherical potential well, only transitions with orbital angular mo-
mentum ∆l = ±1 are allowed. Here, we find experimentally that both
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the conservation of crystal momentum and orbital angular momentum are
relaxed in Pb chalcogenide QDs, resulting in a non-zero probability for in-
traband absorption. This confirms that in quantum dots the deviations from
the ideal infinite spherical potential well cause the electronic states to be su-
perpositions of states with different crystal momentum and orbital angular
momentum.14 To investigate this further, we perform tight-binding simu-
lations of the absorption cross section for intraband absorption for PbSe
QDs.

Simulating QDs using the Tight Binding Model

To simulate the electronic structure and the strength of the optical tran-
sitions of QDs, the Schrödinger equation needs to be solved for the col-
lection of atoms that make up the QD. Three numerical methods are used
often. They differ in the way they approximate the interaction of the atomic
nuclei and electrons with eachother.

The k · p theory assumes a periodic potential in the Hamiltonian and
a linear combination of Bloch waves for the wavefunctions describing the
electron.44 This theory is also known as the effective mass approximation.
The density functional theory and atomistic pseudopotential theory are so
called first principle methods, which make no (or few) assumptions and
solve the Schrödinger equation for the entire collection of atomic nuclei
and electrons.14;45;46 It is therefore computationally very demanding and
can only be done for small QDs. Finally, the tight binding theory assumes
that the Hamiltonian and the wavefunctions of the QD are linear combina-
tions of the atomic Hamiltonian and wavefunctions. Small perturbations on
the Hamiltonian and wavefunctions account for the interaction of the atoms
with eachother (usually only with their nearest neighbours). The pertur-
bations are fitting parameters, for which values are obtained by fitting the
theory to experimental data.

In this thesis we use the tight-binding model. The single-electron states
and energies of PbSe QDs are calculated using the sp3d5s∗ tight-binding
model of Allan and Delerue 24 including spin-orbit coupling. Since many
states are needed to calculate the optical spectra, the matrix of the tight-
binding Hamiltonian is fully diagonalized even for diameters up to 4.5 nm
(≈1600 atoms). The absorption cross section for an optical transition of a
single QD at the photon energy ~ω is written as:

σ(~ω) = |fLF |2
∑
ij

4π2ωije
2|〈i|r · e|j〉|2
cn

L (~ω − ~ωji) [fi − fj ] (6.6)
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where e is the polarization vector of the electric field, r is the electron
position vector, |j〉 and |i〉 are electronic states with respective populations
fj and fi, ~ωji is the energy of transition between the two states, |fLF |2 is
the local-field factor and n is the refractive index of Cl2Cl4. The cross sec-
tion is averaged over all the orientations of the electric field. The function
L in Equation 6.6 describes the lineshape of each individual transition. We
have considered a Gaussian lineshape, i.e., L(x) = 1

σ
√

2π
exp(− x2

2σ2 ).
In the ground state, i.e. without exciton, the population of the initial

states fi is set to one for all the valence states and to zero for all the con-
duction states. This is the interband absorption cross section.

The intraband cross section in the presence of an exciton is calculated
assuming that an electron has been excited from a valence state to a con-
duction state. Excitonic effects are neglected.

Simulation Results

Tight-binding calculations241 on 4.5 nm PbSe QDs support our observa-
tions of PA in PbSe and PbSe/CdSe QDs. We simulate the spectrum of
the absorption cross section without and with an exciton in the HOMO-
LUMO. Our simulations substantiate earlier atomistic pseudopotential cal-
culations47 of the AB at the band gap and intraband absorption between the
1S and 1P state14 (see Figure 6.8(a)).

Moreover, they predict previously unreported non-zero oscillator strength
for intraband transitions between the HOMO-LUMO and higher energy
states, in the energy range between the 1S-to-1P and the band gap tran-
sition. Our experimental data qualitatively agree with the tight-binding
results, taking the local field factor (|fLF |2 = 0.05930;48 in C2Cl4) into
account (see Figure 6.9). Uncertainty of the local field factor or excitonic
effects which are missing in the calculations could explain the difference
between theory and experiment. Electron and hole transitions contribute
equally to the cross section (see Figure 6.8(b)). This is in line with the sim-
ilar bulk effective masses, but contradicts the prediction of a denser hole
manifold.14

Tight-binding calculations also predict a higher intraband absorption
cross section for carriers in the higher energy P-state (see Figure 6.10 be-
tween 0.5 and 0.8 eV). This confirms our interpretation of the quick rise
time and fast initial decay (see Figure 6.6(a-c) and Table 6.2) as intraband
absorption from carriers cooling to the band gap.

1Calculations were performed by Sergio Carillo and Christophe Delerue from Universit
de Lille 1
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Figure 6.8: (a) Theoretical absorption cross section for a 4.5 nm PbSe QD
in the ground state and with a single exciton in the 1S state confirms

earlier calculations on PbSe for both band gap AB and mid-infrared PA.
(b) The percentage for which initial states in the conduction band (red
curve) and valence band (blue curve) contribute to the absorption cross

section below the band gap shows that valence and conduction band state
contribute almost equally in the energy range between 0.4 and 0.8 eV.

In Figure 6.11(a) we compare the absorption cross section of PbSe with
similarly sized wz-CdSe QDs. Despite the order of magnitude difference
in the local field factor for both materials, we observe similar cross sections
for intraband absorption directly below the band gap. In the wavelength
range studied, wz-CdSe has a factor of 5 to 10 higher absorption cross
section than PbSe QDs. We stress that this result however highly depends
on the local field factor, and hence the environment in which the QDs are
intended to be used.

However, the predicted ratio between AB and PA, due in part to the
lower degeneracy of HOMO-LUMO in CdSe, is much higher (∼400), mak-
ing it harder to distinguish the PA in a TA experiment. This is shown in
Figure 6.11(b), where we plot the differential absorption for both materials,
normalized to the intraband absorption directly below the band gap. More-
over, the reported cross sections for PA in CdSe are much higher than the
theoretical values predicted by tight-binding calculations. This highlights
the clear difference between the PA in CdSe as reported in literature, which
can be attributed to nanocrystal charging and the PA in PbSe reported here,
which is due to intraband transitions.
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Figure 6.9: (a) The absorption cross section in the presence of an exciton
for PbSe QDs (4.5 nm) as calculated by tight-binding (red trace) agrees

well qualitatively with the values measured using TA spectroscopy (black
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Figure 6.11: (a) The absorption cross section for wurtzite (wz) CdSe QDs
and PbSe QDs with a diameter of 4.5 nm, as calculated by tight-binding

and corrected for the local field factor in C2Cl4 (0.339 and 0.059 for CdSe
and PbSe resp.) (b) Differential absorption, normalized to the intraband

absorption directly below the band gap (600 nm for wz-CdSe, 1700 nm for
PbSe) shows the higher contrast of the AB and PA expected for CdSe as

compared to PbSe.
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Figure 6.12: The absorption cross section in the presence of an exciton for
PbSe QDs (black, d=4.5 nm, Eg = 0.89eV ; red, d=3.0 nm, Eg = 1.3eV ;
green, d=2.0 nm, Eg = 1.92eV ) as calculated by tight-binding, taking no
local field factor into account, shows size-dependent intraband absorption

that cannot be explained by a simple Drude model (∼ λ2). The cross
section dominated by intraband transitions is marked with a full line,

whereas the cross section dominated by interband transitions is marked by
a dashed line. For comparison with materials which operate in the same
wavelength range, the absorption cross section for FCA in bulk silicon50

(blue stripes) and silicon nanocrystals52 (brown dots) are shown.

6.2.4 Benchmarking Intraband Absorption with FCA in silicon

FCA and FCR (free carrier refraction) in silicon have been studied ex-
tensively for applications in ultrafast signal processing at telecom wave-
lengths.49 In bulk silicon FCA is well understood and its cross section has
a λ2 dependence in line with the predictions of the Drude model.49;50 Sili-
con nanocrystals (NCs, d = 5 nm) in silicon-rich-oxide, which operate in the
same wavelength range, were shown to have an order of magnitude higher
cross sections for FCA, both in the visible51 and in the near-infrared52 re-
gion, yet with a similar λ2 dependence. The result was explained by con-
sidering that the mean free path of the carriers was limited to the QD size,
increasing the scattering cross section.

In Figure 6.12 we compare the FCA cross section of bulk-Si and Si-
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NCs with the calculated spectrum of the absorption cross section of excited
PbSe QDs of three different sizes. Since a typical application will require
a densely packed layer of QDs, we do not take the local field factor into
account (|fLF |2 = 1). Depending on the QD diameter, the intraband ab-
sorption cross section is one to two orders of magnitude larger than in bulk-
Si. Around 1550 nm, an important telecom wavelength, the cross section is
comparable to the Si-NC cross section. As the origin of the absorption is a
direct intraband absorption, without interaction of phonons, the wavelength
dependence differs from a Drude model and strongly depends on the QD
diameter.

Implications for QD gain

As highlighted by Kekatpure and Brongersma 51 , the higher FCA cross sec-
tion has important implications for gain at telecom wavelengths using Si-
NCs in erbium-doped silica. For the erbium gain to exceed the FCA loss,
FCA cannot be larger than 10−18 cm2. A similar upper limit to the pho-
toinduced loss of QDs doped with erbium exists, making gain in hybrid
erbium-QD systems impossible.

The use of QDs directly for gain will be affected as well. Assuming
a similar ratio between the gain cross section and the intraband absorption
cross section at the band gap as the ratio αAB,ex/αPA,ex ' 10 we ob-
served experimentally, we can define a condition for the gain threshold in
the presence of intraband absorption:

nσex = (n− γ/2)σAB,ex

nthreshold = (γ/2)
σAB,ex

σAB,ex − σPA,ex
Here n is the number of excitons per QD and γ is the degeneracy. For

the measured values, the theoretical threshold for gain would increase by
about 11% to Neh = 4.45. Similarly, the maximum gain value will de-
crease by 20%.

Note that in colloidal QDs the rate of multi-exciton decay (a necessary
condition to obtain population inversion) is dominated by the non-radiative
Auger recombination rate, which is 4 to 6 orders of magnitude larger than
the spontaneous emission recombination rate.53 Therefore a high QD den-
sity and large total number of QDs coupled to the laser cavity will be re-
quired for the stimulated emission rate to overcome the non-radiative re-
combination rate.54 In turn, this requires very high pump fluences, essen-
tialy making CW lasing impossible. Moreover, in the case of non-resonant
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excitation the Auger recombination rate forNeh ' 4 approaches the rate of
carrier cooling to the band gap. This inhibits gain altogether, as the condi-
tion of population inversion is never reached.

6.2.5 Intraband Absorption for Integrated Optical Modulators

The intraband absorption observed in lead-salt colloidal QDs can be bene-
ficial for other applications. Silicon-based electro-optical modulators typi-
cally do not use FCA, since the effect is too weak to make small modulators
with easily achievable doping levels. Modulators are then based on free-
carrier refraction (FCR), where a trade-off is made between an optimized
modulation depth and minimal insertion loss because of FCA. Moreover,
the phase shift that FCR induces requires these type of modulators to have
an interferometric design, which limits the spectral bandwidth at which they
can be used. The intraband absorption of lead-salt colloidal QDs is a first
step towards a zero-insertion loss optical modulator. The small size, to-
gether with the high intraband absorption cross section makes high absorp-
tion coefficients in the order of a few 100 to 1000 cm−1 easily achievable
with doping or electrical injection.55 Modulators with footprints between
10 and 100 µm, an order of magnitude smaller than current interferometric
designs are therefore possible. Moreover, the extremely large absorption
cross section at and above the band gap (see Figure 6.9), together with the
tunability of band gap with size make optical excitation of the intraband
absorption, as demonstrated here, very easy. It opens the way for all optical
signal processing using lead-salt QDs.

6.2.6 Conclusion

In conclusion we have shown that intraband absorption in the telecom wave-
length range is universal to lead chalcogenide QDs. The absorption is
strong, only 10 times weaker than the band gap absorption bleach. The
intraband absorption is broadband and nearly constant over a large wave-
length range. This range can be tuned easily by changing the QD size. The
intraband absorption has ultrafast dynamics in the one to tens of picosec-
onds range, governed by carrier cooling and Auger recombination. Tight-
binding modeling of the absorption cross section of excited QDs confirm
our experimental observation of intraband absorption in this wavelength
range.

Our work is essential to understand the response of QDs as gain me-
dia and ultrafast nonlinear media for photonic applications. Moreover, our
measurements are a clear manifestation that the selection rules for the bulk
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crystal momentum and for the angular momentum in spherically confined
structures as mentioned above are relaxed in QDs and are therefore very
interesting from a theoretical standpoint. They go beyond intersubband ab-
sorption10–13;15 and cover a new wavelength range directly below the band
gap. Intraband absorption offers a nice way to study the dynamics of carrier
cooling7–9 and multiple-exciton generation4;56 in a direct way, free from
possible Coulomb shifts or redistribution over dark and bright band gap
states, which complicate typical TA measurements at the band gap.

6.3 Interband Absorption and Stimulated Emission

As discussed in Chapter 5, a CdSe shell around PbSe QDs changes the
electronic fine structure around the band gap, mainly by increasing the fine
structure splitting. These results drew from measurements of the linear
absorption and spontaneous emission. In this Section we will compare the
carrier dynamics of PbSe and PbSe/CdSe QDs around the band gap, and the
effect of fine structure splitting on the nonlinear absorption and stimulated
emission.

The population dynamics of PbSe QDs were studied by several au-
thors using TA. Recently, PbSe and PbS QDs have been of great interest
to study carrier multiplication in QDs2;2;4;57–65. These studies are typically
performed at low fluences. Other studies have focused on the dynamics at
higher fluences, reporting the lifetimes of multi-excitons2;6;37;53;61;64;66;67

and spectral shifts due to biexciton attraction2;37;64;65. To date, only one,
somewhat controversial, report of gain in PbSe QDs, observed using TA,
was published by Schaller et al. 66 in 2003. For a somewhat outdated, yet
still relevant and interesting review, we refer to the article by Klimov 61 .

6.3.1 The Auger Rate of Multiexcitons in PbSe and PbSe/CdSe
QDs

As discussed in Section 3.3.2 on p. 71, the Auger rate in QDs increases
cubically with the number of excitons and is inversely proportional to the
QD volume. With this dependence and a biexciton lifetime of ∼100 ps, the
lifetime of the QD state containing 5 excitons, needed to reach population
inversion and provide gain in the 8-fold degenerate PbSe QDs, becomes:

τA,5 =
8

125
τA,2 ' 6.4 ps

This is very similar to the intraband carrier cooling time of 2-5 ps8;10;68. In
short, excitons recombine faster than they can cool to the band gap, where
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PbSe PbSe PbSe/CdSe PbSe/CdSe
dQD/dshell[nm] 4.6 4.0 4.5/0.5 4.6/2.0

λg [nm] 1442 1324 1429 1460
τA,n=2 [ps] 82 150 84 100
τA,n=3 [ps] 32 42 16 15
τA,n=4 [ps] 13 12 - -

Table 6.3: Auger decay times and initial decay times for PbSe and
PbSe/CdSe QDs, as extracted by the fitting proceduce.

they can participate in stimulated emission.
We use the fitting procedure, outlined in Section 6.1.2 on p. 121 to ex-

tract the Auger lifetimes of multiexcitons. The results are summarized in
Table 6.3. There is no large difference in the biexciton lifetimes of PbSe
and PbSe/CdSe QDs with similar core or total QD size and the triexciton
lifetime of PbSe/CdSe QDs is shorter than for PbSe QDs. There is currently
not enough data to draw any solid conclusions. Possibly, the abrupt inter-
face between PbSe and CdSe could be the origin of an increased efficiency
of Auger recombination for triexcitons.69

In Figure 6.13 we combine our data with literature values. Figure 6.13(a)
illustrates the large scattering on the lifetime data reported in literature.
Probably the ill-defined nature of fitting sums of exponentials is the chief
reason for the large scattering. Few data is available for the triexciton state.
No other authors report a quadrexciton lifetime. Despite the scattering on
the data, as outlined in Section 3.3.2, the Auger constant CA, relating the
rate of Auger recombination to the carrier density, scales with the volume
of the QDs. This is illustrated in Figure 6.13(b) for PbSe and PbSe/CdSe
QDs. According to Robel et al. 53 , the scaling constant γ is universal to
all QD materials within a given range, indicated by the shaded area in Fig-
ure 6.13(b). Our limited data on PbSe/CdSe QDs, combining two common
QD materials, seems to confirm this law.

6.3.2 Transient Absorption Spectra of PbSe and PbSe/CdSe QDs

Effect of carrier cooling, multi-exciton shifts and fine structure on ∆α/α0

The normalized differential absorbance ∆α/α0 as a function of power Neh

at short (5 ps) and long (500 ps) delay time provides insight into the car-
rier decay processes and the nature of the states these carriers are in. Fig-
ure 6.14(a) shows the state-filling model of Equation 6.4 for three different
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Figure 6.13: (a) Auger lifetimes for biexcitons (black), triexcitons (grey)
and quadrexcitons (lightgrey) from personal data (full symbols) and from
literature2;4;6;10;64;67;70 (open symbols). PbSe QDs are circles, PbSe/CdSe
QDs are triangles. (b) Auger constant CA, calculated from the data in (a)

shows the universal volume scaling, as outlined by Robel et al. 53 . The
shaded area shows the range of volume scaling constants γ (see Section
3.3.2) reported by Robel et al. 53 . The value of the CA for bulk PbSe is

plotted with a dashed line.
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values of the degeneracy g. The maximum value for ∆α/α0 is 2, where
∆α/α0 > 1 means net gain for the QD ensemble. If stimulated emission is
not possible (eg. in charged QDs), the dashed line in Figure 6.14(a) indeed
saturates at transparency ∆α/α0 = 1. The initial slope (∼ 2/g) of the
∆α/α0 vs. Neh trace and the gain threshold are determined by g.

As mentioned before, the cubic scaling of the Auger recombination rate
with the number of excitons quickly becomes similar to the carrier cooling
time and could therefore inhibit population inversion and gain in PbSe and
PbSe/CdSe QDs. Hence, the Poissonian state-filling model for short delay
times of Equation 6.4 needs to be modified to include the effect of carrier
cooling. We replace P(n,Neh) in Equation 6.4 with:

P ′(n,Neh) =
τ−1
c

τ−1
c + τ−1

A,n

(
P(n,Neh) +

∞∑
k=n+1

τ−1
A,k

τ−1
c + τ−1

A,k

P(k,Neh)

)
(6.7)

Here τc is the carrier cooling time and τA,n is the Auger recombination
lifetime for n excitons. The last factor expresses the sum of all QDs that
have n high energy excitons for an average of Neh per QD and all QDs that
have more than n high energy excitons, but which didn’t cool to the band
gap and instead recombined. This factor we multiply by the probability that
n high energy excitons in each of these QDs cool to the band gap before
recombining through Auger recombination.

In Figure 6.14(b) the grey curve shows the effect of the competition
between Auger recombination and carrier cooling on the power-dependent
∆α/α0 for g = 8. We have used τA,2 = 85 ps and the carrier cooling
lifetime τc = 5 ps. The initial slope remains the same, and while gain is
still achievable, the maximum gain is lower and the transparency threshold
(∆α/α0 = 1) is higher.

This model does not take multiexcitonic shifts or the band gap fine
structure into account. These effects will make ∆α/α0 wavelength de-
pendent. To include multiexciton shifts we adapt Equation 6.4:

∆α5ps =G(EG, σG)

−
g∑

n=0

P ′(n,Neh)[
(g − n)

g
G(EG − n∆xx, σG)− n

g
G(EG + (n− 1)∆xx, σG)

]
−

∞∑
n=g+1

P ′(n,Neh)G(EG + (n− 1)∆xx, σG)) (6.8)
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Here G is a gaussian function to model the first exciton feature at the band
gap Eg and with width σg. ∆xx is the biexciton shift. Note that the first G
represents the absorption spectrum for a QD with one exciton, the secondG
represents the stimulated emission spectrum for a QD with one exciton. The
effect of biexciton attraction (∆xx = 5 meV) is shown in Figure 6.14(c) for
g = 8 at three different probe wavelengths. Clearly, a small biexciton
shift, together with the effect of carrier cooling, will completely inhibit
gain at the blue side of the gaussian exciton peak. Moreover, the slope is
steaper. At the red side, the behaviour is completely different. At low pump
fluences, the shift creates PA, which turns into absorption bleaching above
Neh = 2. Again, the slope is much steaper than expected from a model
without multiexcitonic interaction. The gain threshold is unchanged, but
the maximum gain is not limited to ∆α/α0 = 2.

Finally, Figure 6.14(d) illustrates the effect of the fine structure on
∆α/α0 . To model this, we assume the probability to have a carrier in
a given band gap state to follow a Boltzmann distribution. We simplified
this model by assuming the Boltzmann distribution of carriers results in
a shift ∆fs = 20 meV in the excited absorption and emission spectrum,
which gradually becomes smaller with increasing pump fluence (contrary
to the multi-exciton shift) to accomodate state-filling:

∆α5ps =

g∑
n=0

2n

g
P ′(n,Neh)G(EG +

g − n
g

∆fs, σG)

+
∞∑

n=g+1

2P ′(n,Neh)G(EG, σG) (6.9)

Figure 6.14(d) shows that the initial slope is therefore much lower on the
blue side of the α0 spectrum and larger on the red side. The gain thresh-
old also shifts to lower values on the red side and higher on the blue side.
Again the maximum gain is higher than in a model without taking the fine
structure into account.

Experimental Evidence of Fine Structure Splitting in TA spectra

For both PbSe QDs (d = 4.6 nm, Figure 6.15(a)) and PbSe/CdSe QDs (4.5
nm core, 0.5 nm shell, Figure 6.15(c)) the experimental traces of ∆α/α0

vs. Neh at short delay times (5 ps) agree qualitatively with the last model,
which includes the fine structure of the band gap (see Figure 6.15(a,c)). For
both materials, the slope of the traces is much higher on the red side of the
band gap spectrum than on the blue side and the extrapolated gain threshold
is therefore clearly lower on the red side.



CHAPTER 6 145

2.0

1.5

1.0

0.5

0.0

Δ
α
/α

0

86420

Neh

net gain

net loss

g=8
g=4g=2

g=8, no SE

2.0

1.5

1.0

0.5

0.0
Δ
α
/α

0
86420

Neh

net gain
net loss

 Auger after cooling
 Auger while cooling

(a) (b)

2.0

1.5

1.0

0.5

0.0

Δ
α
/α

0

86420

Neh

net loss
net gain

Δxx = 5 meV

probe wavelength
 1300 nm
 1450 nm
 1600 nm

2.0

1.5

1.0

0.5

0.0

Δ
α
/α

0

86420

Neh

net loss
net gain

Δfs = 20 meV

probe wavelength
 1300 nm
 1450 nm
 1600 nm

(c) (d)

Figure 6.14: (a) Normalized differential absorbance ∆α/α0 vs. Neh

according to the Poissonian state-filling model (Eq. 6.4) for different
degeneracies g. The dotted line shows the case where stimulated emission

is not possible. (b) ∆α/α0 with (grey line) and without carrier cooling
(black line). (c) ∆α/α0 taking carrier cooling and multi-excitonic shifts

(∆xx = 5 meV) into account for three different probe wavelengths around
the band gap (λG = 1420 nm). (d) ∆α/α0 including carrier cooling and

fine-structure splitting (∆fs = 20 meV).
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A notable difference between the model of Figure 6.14(d) and the ex-
perimental results is that we do not observe gain for either PbSe and Pb-
Se/CdSe QDs. This is due in part to the limited pump power that was
available and the stability of the setup. However, at the blue side of the
band gap spectrum, the traces saturate around ∆α/α0 = 0.5. An extrap-
olation of the intraband absorption at the band gap cannot account for this
effect. A setup artefact, such as a bad overlap between the probe beam and
the pump beam in the sample, can be a possible cause. In that case the
probe beam is probing unexcited QDs, that do not contribute to ∆α. Other,
more photophysical, effects can have a similar impact on the signal. Some
QDs might be charged and hence do not contribute to the bleach by stim-
ulated emission6. Also, as outlined in Section 5.1.3 (see p. 103), due to
the fine structure, the average oscillator strength of the emitting transition
can be lower than the ground state absorbing transition. All these effects
are modeled with the same parameter. Setting this parameter to 0.5 (i.e. all
QDs are charged, or the oscillator strength of the emitting transition is 50%
lower,...), the model agrees very well with our experimental results. This
is illustrated for PbSe/CdSe QDs in Figure 6.16. Moreover, the normalized
differential absorbance ∆α/α0 as a function of power Neh at long (500 ps)
delay times (see Figure 6.15(b,d)) saturate below the expected 0.25 for an
8-fold degenerate ground state. This further confirms the influence of these
effects on the TA spectra.

Our model shows that both the carrier cooling and fine structure are im-
portant in understanding carrier dynamics around the band gap. However,
our current data set cannot fully explain which effect is the chief reason for
the lack of gain in our experiments.

6.3.3 Conclusion

We have compared the carrier dynamics of PbSe QDs with and without a
CdSe shell. We did not observe a significant difference in the lifetime of
multiexcitons. To understand the pump-dependent TA signal around the
band gap, we extended the state-filling model of TA with multiexcitonic
shifts27;64, carrier cooling8;71 and band gap fine structure29. The agreement
of our model with the experimental results showed that the fine structure of
the band gap cannot be neglected in understanding the wavelength depen-
dence of the TA signal around the band gap, especially for PbSe/CdSe,
where fine structure splitting is enhanced. None of the samples studied
showed gain. The competition of Auger recombination with carrier cool-
ing, resulting in a lower effective Neh at the band gap, and intraband ab-
sorption can account for some reduction, but definitely not all. Our mea-
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surements cannot conclusively identify the possible causes that were men-
tioned, although more than likely the reduced average oscillator strength of
the emitting transition, especially in PbSe/CdSe QDs, is detrimental to the
observation of gain in these QDs.
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7
Theory and Simulation of Optical
Interaction of Colloidal QDs and

Photonic Resonators

7.1 Introduction

An optical resonator is a structure in which light is trapped and allowed to
interfere with itself. Optical resonators provide the necessary feedback to
make an optical amplifier into a laser. The feedback can be provided by
reflecting mirrors or gratings, or by making a ring shaped waveguide. In
the latter case outcoupling of light is either provided by radiative loss and
scattering or by evanescently coupling another waveguide to the resonator.

These microdisks or microrings have become the transistor of inte-
grated photonics. They are easy to fabricate with lithographic techniques,
have a small footprint and provide high-Q and very low loss optical reso-
nances.

For the same reasons, we have chosen the microdisk to study the in-
teraction of optical resonators with colloidal QDs. We use hybrid colloidal
QD silicon nitride microdisks, supported by a silicon pillar. In this Chapter
we will introduce the basic microdisk concepts, discuss the design parame-
ters of the microdisks and simulate the rate equations of the colloidal QDs
coupled to the microdisk. In Chapter 8 we go into detail about the fabrica-
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tion of these microdisks and discuss the experimental results.

7.2 Theory of Microdisks

7.2.1 Important Microdisk Parameters

Q-factor

The quality or Q-factor of an optical mode is the ratio of the energy stored
in an optical mode to the energy lost per roundtrip:

Q = 2π
Estored

−∆Eroundtrip
= −2πνr

φstored
dφ
dt

(7.1)

Here we have used the resonant frequency νr and the amount of photons
φ. As a consequence, in the absence of a source, the number of photons in
the cavity will decay expontentially. In the frequency domain, this becomes
a Lorentzian function. In practice, it is usually easier to determine the Q-
factor in the frequency domain, i.e. by measuring the spectrum. Hence we
rewrite it to the more practical form:

Q =
λ0

FWHMλ

The Q-factor is a direct way to quantify the quality of a cavity for storage of
photons. The higher the Q-factor, the lower the cavity losses and the longer
a photon stays inside the cavity mode.

Photon Cavity Lifetime τcav

The lifetime of a photon in a cavity mode is a direct measure of the losses
in the cavity mode. We can therefore directly relate it to the Q-factor of the
optical mode. For an unloaded optical cavity, we define τcav as the typical
time constant for the decay of the amount of photons φ in the cavity:

dφ

dt
= − φ

τcav
(7.2)

Plugging this equation into Equation 7.1, we get:

τcav =
Q

2πν0
=
Qλ0

2πc
(7.3)

Here λ0 is the resonance wavelength in free space. As an example, at the
wavelength of 650 nm, the photon cavity lifetime is:

τcav = Q× 0.35fs(@650 nm)
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Free Spectral Range

Since the resonance condition in a microdisk states that the wavelength in
the microdisk λ needs to be an integer multiple m of the cavity perimeter
πd:

mλ = m
λ0

neff
= πd

the free spectral range or spectral distance between two consecutive reso-
nances becomes:

FSR = λm−1 − λm =
λ2

0

πdng
(7.4)

Here ng is the group index, defined as:

ng = neff −
∂neff
∂λ

λ (7.5)

with neff the effective index. Note that the FSR is a direct way of mea-
suring the group velocity vg = c/ng, i.e. the speed at which a light packet
travels through the microdisk. With this definition, it is easy to calculate
the cavity round trip time τrt = πd/vg.

Finesse

The finesse describes the buildup of photons or power in the cavity and is
defined as:

F =
FSR

FWHM
=
neff
ng

Q

m

The finesse is also the inverse of the round trip loss:

απd = F−1

where α is the loss coefficient through absorption, scattering, radiation,...

7.2.2 Maxwell’s equations for Cylindrical symmetry

Starting from Maxwell’s equations in the absence of sources and assuming
a sinusoidal time-dependence exp(−iωt), we can derive the master equa-
tion for the electrical field E:

∇×∇×E(r) = k2
0n

2(r)E(r) (7.6)

Here k0 = 2π
λ0

is the free space wave vector and n(r) =
√

ε(r)
ε0

is the
refractive index.
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A microdisk possesses cylindrical symmetry. Therefore n(r) = n(r, z)
only depends on the radial coordinate r and the axial coordinate z. If we
also assume the materials to be homogeneous, Equation 7.6 reduces to the
Helmholtz equation:

∇2E(r) = k0n(r, z)E(r) (7.7)

Since in the equation above n does not depend on the azimuthal coordinate
φ, the shape of the field will not change, as it travels around the disk. Hence,
only its phase will change:

E(r) = E(r, z)e−imφ

Here m is the azimuthal eigenvalue, a measure of how many times the
wavelength fits into the microdisk perimeter. This assumption reduces the
problem from 3D to 2D.

We need to solve the 2D Helmholtz equation for each of the field com-
ponents {Er, Ez, Eφ}. In a 1D slab waveguide, the invariance of the fields
in the in-plane direction divides the solutions into two orthogonal subsets:
tranverse electrical modes (TE) which only have non-zero {Ey, Hx, Hz}
field components and transverse magnetic modes (TM) with only non-zero
{Hy, Ex, Ez} components. This means the Helmholtz equation only needs
to be solved for one of the field components.

In a microdisk, the structure is finite in both the r and z direction.
Since the microdisk is quite thin compared to its radius, the solutions will
still be predominantly TE or TM in nature. Here (quasi)-TE means that
the {Er, Hφ, Hz} components dominate in magnitude, while (quasi)-TM
means that the {Hr, Eφ, Ez} are the largest field components. Hence in
good approximation we can solve for only the Er(Hr component for the
TE (TM) solution respectively:

[
∂2

∂z2
+

∂2

∂r2
+

1

r

∂

∂r
− m2

r2
+ k0n(r, z)]Φr(r, z) = 0

Here Φr is the electrical field for the case of TM and the magnetic field in
the case of TE.

Through separation of the variables r and z, we get two scalar equations
(Φ(r, z) = R(r)Z(z)). One is the slab mode equation:

[
∂2

∂z2
+ k0(n(z)− neff )]Z(z) = 0

Here neff is the axial eigenvalue, commonly called the effective index of
the slab waveguide. The other equation is the Bessel equation for the radial
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dependence of the field:

[
∂2

∂r2
+

1

r

∂

∂r
− m2

r2
+ k0neff (r)]R(r) = 0

While approximate, this solution does give significant insight in how to
engineer a microdisk. We solve the slab equation above numerically using
the numerical mode solver CAMFR.1 Figure 7.1.a shows the dispersion of
the effective index for a slab waveguide consisting of 80 nm of high-index
Si3N4, 30 nm of CdSe QDs and 80 nm of low-index Si3N4. The refractive
index dispersion for Si3N4was measured using ellipsometry (see p. 189).
For the CdSe QDs, we use the dispersion of bulk CdSe2, where we assume
closest packing of the QDs, with a 25% volume fraction of QDs, 50% of
ligands (n = 1.5) and 25% of air. Since the TE modes are the fundamental
modes, the TM mode always has a lower effective index and goes towards
cutoff for wavelengths above 1.5µm. Note that because of this TM cutoff,
the group index ng (see p. 161) of the TM mode is larger. Therefore TM
modes with the same radial order will have a lower FSR than the TE modes.

The layer thickness of the QDs is an important parameter to control
the modal gain of the microdisk. At the same time, the increasing layer
thickness also raises the effective index of the modes (see Figure 7.1). The
effect is much larger for the TM modes than for the TE modes. Only the
fundamental TE and TM modes are guided up to a total microdisk thickness
of 260 nm.

The solution of the Bessel equation is the Bessel function of the first
kind for the radial distribution inside the microdisk Jm(k0neffr) and the
Hankel function Hm(k0n0r) outside the microdisk. Requiring the continu-
ity of the tangential components of the field at the microdisk edge, results
in a transcendental equation from which we can calculate the free-space
resonance wavelength, knowing the dispersion of neff :

k0neff (k0)Jm+1(k0neffR) = (
m

R
+ ηk0

√
n2
eff − n2

0)Jm(k0neffR)

Here η =
n2
eff

n2
0

for the TE and η = 1 for the TM mode. The solution of this
transcendental equation allows for easy and reasonably accurate calculation
of the free space resonance wavelengths for the microdisks.

The modes in a microdisk are therefore fully described by a dominant
polarization and three mode numbers:

• the polarization is either TE or TM

• the azimuthal mode number m describes the number of times the
material wavelength fits into the disk perimeter.
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Figure 7.1: (a) The dispersion of the effective index for a slab waveguide
with the layer stack as drawn above. (b) The effective index for different

thickness of the QD layer.(c) The group index ng as a function of
wavelength.
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• the radial mode number l describes the amount of field lobes in the
radial direction

• the axial mode number h describes the amount of field lobes in the
axial direction. Note that for all our microdisks the disk thickness
was small enough only to support the fundamental slab-TE and TM
modes.

7.2.3 FDTD simulations

In Finite Difference Time Domain simulations, the Maxwell equations are
discretized both in space and time. We use the rotational symmetry of the
microdisks to simplify the problem from 3D to 2D. This drastically reduces
the simulation complexity and time. The microdisk cross section, includ-
ing the silicon pillar is thus implemented in MEEP, an open source FDTD
solver from MIT.3

Effect of the underetching depth on the radiative Q factor

A magnetic or electric dipole source excites the resonant mode at the given
frequency. For the TM modes (H ' Hr) a Ez dipole source is applied, for
the TE modes (E ' Er) a Hz dipole source is applied. The time response
of the electromagnetic field is monitored. Since the Q factor is directly
proportional to the photon cavity lifetime τcav (see 7.2.1 on p. 160), the
radiative Q factor can be extracted from this simulation.

Since the pillar that supports the freehanging microdisk is made of sil-
icon, its high refractive index can suck the mode into the pillar and induce
losses to the optical mode. Figure 7.2 shows the influence of the underetch
depth, which is the proximity of the pillar to the edge of the microdisk, on
the Q factor of the fundamental TE and TM mode. For both the TE and
TM mode, the Q factor drops significantly when the underetch depth goes
below 1250 nm, or roughly 2λ. Higher order modes are expected to leak
more rapidly into the pillar.

7.2.4 FE eigenmode solver simulations using COMSOL

The model

COMSOL is a finite-element (FE) solver for systems of coupled partial
differential equations. While it has built-in support for the solving eigen-
mode solution of Maxwell’s equations in the RF module, it does not allow
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enough.
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solving the axisymmetric problem with propagation invariance in the φ di-
rection and take advantage of its consequent reduction from a 3D to a 2D
problem.

We use an implementation4 of the vectorial Helmholtz equation derived
above, but described in the weak form to avoid numerical instability. It
solves for the magnetic field strength H, since it is continuous across all
interfaces. The D and E field are then derived from H, using Maxwell’s
equations.

Modes in a microdisk resonator

Figure 7.3 shows the field mode profile for all three field components of
the first order TE46,1 mode of a 5.5 µm diameter microdisk. The microdisk
layer stack consists of 80 nm of high-index Si3N4, 30 nm of QD, and 80 nm
of low-index Si3N4. The arrows indicate the H field, which clearly shows
that it is perpendicular to the transverse E field. However, the field pro-
files indicate that the Ez and Eφ components are non-zero, and hence this
underlines the quasi-character of the TE and TM polarization.

Figure 7.4 shows a logarithmic plot of the intensity ‖E‖2 for the first
and second order TE and TM mode for the same microdisk. The TE modes
can be clearly indentified by their field discontinuity at the microdisk edge,
while for the TM modes there is a jump in the intensity at the microdisk top
surface. The low refractive index of the QD layer (nQD=1.71 @650 nm,
where we used the refractive index of bulk CdSe2 – see Section A.5–, with a
volume fraction of 25%) creates a horizontal slot for TM mode, where most
of the mode’s intensity is located in the QD layer. However, the refractive
index of a QD layer is only an approximate value, that cannot be measured
accurately using ellipsometry. Moreover, as will be discussed later, it is
difficult to compare the coupled PL intensity between TE and TM modes
experimentally, so the existence of this slot effect in our microdisks could
not be confirmed.

Figure 7.5.a shows a dispersion diagram for a 5.5 µm microdisk. It plots
the azimuthal mode number m versus the free space wavelength, as calcu-
lated with COMSOL, for the first six modes. TE modes are represented by
blue dots and TM modes are represented by red dots. The light line is also
plotted, with the unphysical area below it shaded out in black. The TE2 and
the TM1 cross in the dispersion diagram around 580 nm. Here these modes
are degenerate and two hybrid TEM modes exist. Similar hybrid crossing
points are present for the higher radial order modes.

Figure 7.5.b mimics the expected emission spectrum from this microdisk.
For clarity, we have only plotted the first four modes. Each resonance is
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Figure 7.3: From top to bottom the Er, Ez and Eφ for the TE46,1 mode
plotted on the same colour scale, as to compare the field strength. The
microdisk has a 5.5µm diameter and consists of a 80 nm high-index

Si3N4, 30 nm QD, 80 nm low-index Si3N4layer stack. The white arrow
indicates the H field.
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Figure 7.4: From left to right, log‖E‖2-plot of the TE46,1, TM46,1, TE46,2

and TM46,2. The arrow indicates the H field.

broadened with a Lorentzian function with a FWHM of 1 nm. This results
in a dense modal spectrum, in which the overlap of the lorentzian functions
creates a background emission and in which separate modes are hard to dis-
tinguish. This will be illustrated experimentally in the following chapter.

The group index for these modes is shown in Figure 7.6.a. The TM1

has the largest group index and therefore the smallest FSR in this spectral
range. Within the family of TE modes, the lowest radial order has the
highest group index. The same goes for neff (see Figure 7.6). Note the
similar effective index between TE2 and TM1. Where both graphs cross,
two hybrid TEM modes will form.

7.3 Microdisks and Colloidal QDs

7.3.1 Laser Rate Equations

We use a rate equation model5 to study the properties of microdisks that
contain an active colloidal QD layer. The change in N , the number of
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excitons per QD:

dN

dt
= − N

τPL
− (N − 1)

τPL
φ− CA

V 2
QD

N3 + σPφP

= − N

τPL
− (N − 1)

τPL
φ− 3γ

4πVQD
N3 + σPφP

= − N

τPL
− (N − 1)

τPL
φ− N3

8τA,2
+ σPφP (7.8)

is caused by spontaneous emission, stimulated emission and absorption,
non-radiative decay through Auger recombination and the creation of exci-
tons by the pump laser respectively. Here we have used Equation 3.21 for
the Auger rate of colloidal QDs. τPL is the spontaneous emission rate into
the cavity mode 1, CA is the Auger constant, VQD is the QD volume, σP
is the absorption cross section at the pump wavelength, γ is the QD Auger
constants (see Eq. 3.20) and τA,2 is the biexciton lifetime.

This rate equation for N is coupled with the rate of change of the num-
ber of photons in a particular cavity mode φ:

dφ

dt
= NQDβ

N

τPL
+NQD

N − 1

τPL
φ− φ

τcav
(7.9)

through spontaneous emission (with the spontaneous emission coupling
factor β), stimulated emission and absorption, and loss of photons from

1which can be different from the free space rate because of the Purcell Effect
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the cavity (see Equation 7.2) respectively. Here, NQD is the number of
QDs, for which the emission dipole is coupled to the cavity mode. Note
that because of the inhomogeneous broadening typically only a subset of
all QDs will be coupled.

7.3.2 Pulsed Excitation

We solve the coupled rate equations 7.8-7.9 numerically. We look at the
case of pulsed excitation with a femtosecond pulsed laser. We assume that
the pulse duration is much smaller than the cavity dynamics. The pump
pulse is therefore modelled as an initial exciton number N0. We further
assume the cavity to be empty upon arrival of pump pulse (i.e. φ0 = 0).
The values for the parameters we used in each sweep are summarized in
Table 7.1. The values for τPL and τA,2 were measured experimentally for
CdSe/CdSe dot-in-rods. NQD was estimated from the QD layer thickness
in the microdisk, using a size broadening of 5% and a linewidth related to
τcav. The value for N0 were typical experimental conditions as reported in
Section 8.3.3.

τPL τA,2 σPφP NQD τcav β N0

Sweep of [ns] [ns] [ns−1] [ns]
NQD 3 0.1 0 - 0.001 1 3.4
τPL - 0.1 0 4000 0.001 1 3.4

τPL, NQD - 0.1 0 - 0.001 1 3.4
τcav 3 0.1 0 4000 - 1 3.4
τA 3 - 0 4000 0.001 1 3.4
N0 3 0.1 0 4000 0.001 1 -
β 3 0.1 0 4000 0.001 - 3.4

Table 7.1: Parameters used in the different rate equation simulation
sweeps.

In Figure 7.7 we show the amount of photons φ in a cavity mode as
a function of time for different QD loading conditions. If only 1000 QDs
emit into the cavity mode, not enough photons enter the cavity for stim-
ulated emission to become the dominant decay process. In other words,
lasing does not occur. The dynamics are governed by Auger recombination
and spontaneous emission. When we double the amount of coupled QDs,
the number of photons in the cavity goes up by two orders of magnitude and
a burst of laser light exits the cavity with a pulse width of ∼ 30 ps. Stimu-
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Figure 7.7: Number of photons φ in a certain cavity mode as a function of
time for different values of the amount coupled QDs NQD shows that

there is a clear threshold QD loading in order for lasing to occur.

lated emission during this burst depletes the amount of excitons per QD N .
WhenN drops below 1, lasing action stops and the dynamics 30 ps after the
pump pulse are governed again by Auger recombination and spontaneous
emission. Further increasing the QD loading results in shorter pulses with
higher peak energy.

Increasing NQD increases the modal gain (see Equation 7.9 on p 171).
Similarly, we can increase the modal gain by lowering the radiative lifetime
τPL. This effect is shown in the bottom graph of Figure 7.8. For long ra-
diative lifetimes, the modal gain becomes to low to overcome cavity losses
and no laser pulse is observed.

In the top graph of Figure 7.8 we keep the modal gain constant (i.e.
ratio NQD/τPL = cst), while increasing τPL. This comes down to de-
creasing the gain per QD. This is relevant, since spherical QDs have dif-
ferent absorption and gain cross sections than QRods. Moreover, QRods
have anisotropic cross sections, which means that control over the QRod
orientation within the cavity will change the modal gain of the cavity6. De-
creasing the QD gain, while keeping the modal gain constant results in a
higher peak energy and larger pulse width. A smaller gain cross section
depletes the number of excitons N in a QD less fast. Hence, more photons
are needed in the cavity to lower N below 1.

The influence of the photon cavity lifetime is shown in Figure 7.9.
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laser pulse duration in the cavity is directly determined by τcav.

While the laser build-up time becomes limited by the stimulated emission
rate, the width of the resulting laser pulse is directly proportional to the
photon cavity lifetime and to the Q-factor (see Section 7.2.1 on p 160).

While a reduction of the Auger recombination rate has received a lot
of attention in literature, we show in Figure 7.10 that the laser pulse is
marginally influenced by an order of magnitude change in the biexciton
lifetime τA,2. The peak energy increases slightly. The peak width is unal-
tered. This result is to be expected, since the presence of lasing implies that
the principal loss mechanism of excitons in the QDs is through stimulated
emission, and not through Auger recombination. Hence, we can conclude
that the Auger rate is not the limiting factor for achieving pulsed laser op-
eration of QD loaded microdisks. We stress that the Auger rate does have
implications for CW operation of QD loaded lasers though.

The influence of the spontaneous emission coupling factor β is obvious
in Figure 7.11. With a higher β more spontaneously emitted photons are
fed into the cavity mode to jump start the stimulated emission and lasing.
Therefore the build-up time becomes progressively shorter, combined with
a slightly higher peak photon flux. Even when only 1% of the spontaneous
emission goes into the cavity mode, lasing is still possible.

Finally, we present a sweep of the pump energy in Figure 7.12. The top
graph shows the photon transient for different initial number of excitons
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Figure 7.10: Number of photons φ in a certain cavity mode as a function
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laser pulse is marginally influenced τA,2.

N0. We observe a clear threshold around N0 = 2. Integration of the tran-
sients over the top graph gives the total number of photons emitted in the
simulation time window (see bottom graph of Figure 7.12). It shows the
characteristic change in slope of energy-out-vs-energy-in for lasing. The
threshold is clearly distinguishable, despite the spontaneous emission cou-
pling factor β being equal to 1. In high-beta lasers, the threshold is usually
barely visible7. Here, however, the dominant non-radiative loss through
Auger recombination results nonetheless in a threshold behaviour.

7.3.3 CW excitation

Under continuous wave (CW) excitation, Equations 7.8-7.9 reduce to a cou-
pled set of stationary equations. An analytical solution is possible, yet com-
plicated because of the cubic dependence of the Auger rate on the number
of excitons N. We therefore solve the equation numerically to identify the
right parameters to obtain CW lasing.

Figure 7.13 shows the number of photons in the cavity as a function of
the pump power, expressed in number of excitons created per nanosecond
for different QD cavity loading NQD. Note that the pump rate depends on
the laser photon flux and the absorption cross section of the QDs, which
in turn depends on the size and shape of the particular nanocrystals. For
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τPL τA,2 NQD τcav β
CW param. [ns] [ns] [ns]

3 0.1 100 000 0.001 1

Table 7.2: Parameters used in the CW simulations, unless mentioned
otherwise in the graphs.
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Figure 7.13: Log-log plot of the number of photons φ in the cavity as a
function of the amount of excitons created per nanosecond by a CW pump

laser for four different amounts of QDs coupled to a cavity mode.

very low QD loading, φ increases linearly at low pump power and even-
tually saturates at high power, always staying below the threshold for las-
ing. For NQD = 10000, a sublinear increase is observed below threshold.
Around the threshold of 2 excitons/ns, φ starts to increase superlinearly
and again saturates at higher powers when maximum gain is reached. The
(log(φ), log(P ))-curve for 100 000 QDs coupled to the cavity mode shows
the typical S shape for a laser, with threshold between 0.3−0.4 excitons/ns.

The influence of the Q-factor and the photon cavity lifetime τcav on the
laser performance is shown in Figure 7.14.a. As we increase τcav from 1 ps
to 10 ps, the amount of photons in the cavity above threshold go up by a
factor of ten.

The main influence on the lasing threshold is the reduction of the non-
radiative losses in the QDs through Auger recombination. The effect is
shown in Figure 7.14.b. The threshold decreases from 1 excitons/ns to
0.1 exciton/ns as the biexciton lifetime increases from 100 ps to 1 ns. Note
that in this simulation, we have set β = 0.5 to keep a clear threshold in the
(log(φ), log(P ))-curve.

To compare the performance of cadmium chalcogenides, with a typical
radiative lifetime in the nanosecond range, with lead chalcogenides, with
τPL in the µs range, the effect on the threshold is shown in Figure 7.14.c.
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For the lead chalcogenides, the threshold would be about 1000× higher,
close to 1000 excitons/ns, making CW lasing impossible without a signifi-
cant reduction of the Auger recombination rate.
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8
Experimental Study of Optical

Interaction of Colloidal QDs and
Photonic Resonators

8.1 Literature Review of colloidal QDs coupled to
microcavities

From the very start of colloidal QD research, the tunability of the emission
wavelength, the high quantum yield and the solution processability sparked
the interest of using colloidal QDs as novel gain media for integrated pho-
tonics. Several authors have reported on the coupling of QD emission to
optical microcavities.1–15

Artemyev et al. 16 put ZnS-coated CdSe QDs on a glass microsphere
and showed coupling of the QD emission to the optical modes in the mi-
crosphere. This was used to illustrate the Purcell effect with colloidal QDs.
This was optimized by Snee et al. 17 , who showed lasing using these QD-
microsphere composites. Eisler et al. 4 embedded QDs ZnS-coated CdSe
QDs in a titania-matrix and spincoated this solution onto a Bragg grating
in SiO2. Under femtosecond pulsed excitation, they demonstrated lasing at
80 K and room temperature. Min et al. 11 reported the first QDs coupled
to a toroidal microcavity on a chip. Using a tapered fiber setup, they claim
lasing, although the data shown is not convincing. Kazes et al. 18 dipped a
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glass microcapillary into a solution of CdSe/ZnS QRods and showed polar-
ized lasing under pulsed excitation. Hoogland et al. 1 used a similar config-
uration using near-infrared emitting PbSe QDs to show lasing at 1530 nm
operating at 80 K. Wu et al. 19 was able to couple the emission of PbSe
QDs to a silicon photonic crystal cavity, however without lasing. Schaefer
et al. 9 managed to optically trap a QD solution droplet and make it lase un-
der pulsed excitation. Finally, Zavelani-Rossi et al. 20 showed pulsed lasing
from CdSe/CdS dot-in-rods, using a self-assembled coffee stain laser.

Most the QDs are neither embedded into the resonator material closest
to the whispering gallery modes (WGM), nor does the technology provide
the possibility of coupling to other integrated optical components. We re-
port on the fabrication of free-standing and optically active microdisks with
QDs embedded directly into Si3N4. We show that the process optimization
results in low-loss silicon nitride microdisks. The Si3N4 matrix provides
the stability necessary to preserve the optical properties of the QDs and
observe efficient coupling of the photoluminescence (PL) to the resonating
microdisk modes.

8.2 Fabrication

In Section 8.2.1 we give an overview of the fabrication flow and parameters
used to fabricate the Si3N4 microdisks with embedded colloidal QDs. We
comment on failed fabrication flows and possible improvements for future
fabrication runs.

In subsequent sections we discuss certain fabrication steps in greater
detail and comment on the optimizations that were performed.

8.2.1 Fabrication Flow

Standard Method

After optimization of the individual steps, a standard fabrication flow (see
Figure 8.1) was set for all samples:

1. Deposition of high-index Si3N4: A 70-90 nm layer was deposited on
a clean silicon substrate using PECVD at 300 ◦C (see Section 8.2.2
on p. 188).

2. UV photolithography: Immediately after Si3N4 deposition, AZ5214E
photoresist was deposited by spincoating at 3000 rpm, followed by a
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pre-bake at 90◦C for 90 s. Next, a mask with microdisks is illumi-
nated onto the sample for 18 s and developed in AZ100 developer in
water (1:3).

3. Dry etch: Using RIE (see Section 8.2.3 on p. 191), the pattern in
the photoresist is etched into the Si3N4 layer. The etching gases
were optimized for the lowest sidewall roughness. A 30/30 sccm
CF4/O2 mixture was used at 40 mTorr pressure and 50 W RF power.
The etch mixture is selective and stops at the silicon substrate. At a
130 nm/min etch rate, the RIE is stopped after one minute.

4. Wet etch: Wet etching using KOH (see Section 8.2.4 on p. 193) is
used to selectively etch the silicon substrate and obtain a free-hanging
microdisk supported by a silicon pillar. 30 g of KOH is mixed with
120 ml deionized water and heated to 60 ◦C. The etch rate is approx-
imately 500 nm/min, but is monitored each time with a microscope
to obtain the correct pillar size for the required microdisk diameter.

5. QD spincoating: Spincoating was used to obtain a monolayer or up
to layers several tens of nms thick of colloidal QDs. Spinning is done
at 2000 rpm for 40 s, typically with a 0.1% volume fraction of QDs
in toluene (see Section 8.2.5 on p. 195).

6. Deposition of low-index Si3N4: A final layer of 70-80 nm Si3N4

was deposited using PECVD at 120 ◦C .

Failed method

While the previous fabrication method yields good results, it inherently has
the drawback that part of the collected emission comes from QDs on the
substrate, and hence is not coupled to the microdisk. For this reason, an-
other method was tested, in which all deposition (step 1, 5 and 6) was car-
ried out first, followed by lithography (step 2), dry etching (step 3) and wet
etching (step 3). This way, all QDs outside of the microdisk are removed
by dry etching.

While ideal in theory, the method fails in the wet etching step. KOH
not only etches silicon, but also the QDs themselves. While KOH is not a
known etchant for CdX or PbX (X=S, Se, Te)21, the evidence of etching is
clear from SEM (see Figure 8.2).
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Step 1 Step 2

Step 3 Step 4

Step 5 Step 6

Figure 8.1: Illustration of the standard fabrication steps: 1) Si3N4

deposition 2) lithography 3) RIE dry etch 4) KOH wet etch 5) QD
spincoating 6) Si3N4 deposition
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Figure 8.2: (a) Microdisk etched after QD and low-index Si3N4 deposition
shows a diffuse edge, eaten away by KOH. (b) The brittle edge is clearer at

higher magnification (c) A cross section of the microdisk shows that the
QDs and part of Si3N4 has been etched away by KOH. Deeper in the layer

voids are visible where QDs were etched away.
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8.2.2 Deposition of Silicon Nitride

The material

Silicon nitride is a chemical compound containing silicon and nitrogen.
Although the composition depends strongly on the deposition technique22,
the most stable form is Si3N4. It’s a hard ceramic with low coefficient
of thermal expansion and high fracture strength. Its ability to withstand
high temperatures therefore makes it ideally suited as a passive laser cavity
material.

In its stoichiometric form, it is also an excellent electrical insulator
(resistivity 106 − 1015Ω cm and dielectric strength 1 to 5 MV/cm23). It
is therefore heavily used in the microelectronics industry as a passivation
layer.

As a chemical insulator it is also preferred over silicon dioxide to pro-
tect certain materials from degradation through diffusion of water molecules
and sodium ions.

As an optical material, it combines high refractive index (n ' 2.0) with
transparency in the visible to mid-infrared region, due to its large band
gap22 (∼ 4− 5 eV).

Silicon nitride is therefore a perfect matrix material for colloidal quan-
tum dots. The high band gap provides passivation and long term optical
stability under illumination. Moreover, the nitride forms a chemical barrier
for oxidation of the quantum dots.

Plasma-Enhanced Chemical Vapor Deposition of Si3N4

Chemical Vapour Deposition (CVD) is a deposition technique for thin films,
whereby a mixture of volatile and reactive gases undergo a chemical re-
action at the substrate surface to form the thin film. Si3N4 can be de-
posited using either low pressure CVD (LPCVD) or plasma enhanced CVD
(PECVD). The latter increases the reactivity of the gases by forming a
plasma. Subsequently, the process can be carried out at lower tempera-
tures, between 100 ◦C and 300 ◦C, compared to LPCVD, and is therefore
preferred for making hybrid QD-Si3N4 films.

During PECVD, a radiofrequent (RF) source creates a nitrogen plasma.
A preset mixture of silane (SiH4) and ammonia (NH3) is pumped into the
chamber right above the sample. Subsequently, the following reaction takes
place:

3SiH4(g) + 4NH3(g)→ Si3N4(s) + 12H2(g)

However, the ratio of the flow rates, the RF power, and addition of hy-
drogen gas will change the exact content of the deposited layer. In general,
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a-SixNyHz is formed. The content of the layers made in this work was not
further investigated.

LF power W 50
RF power W 30
pressure mTorr 810

SiH4 sccm 31
NH3 sccm 28
N2 sccm 1500

Table 8.1: PE-CVD parameters for Si3N4

The PECVD parameters used to deposit Si3N4 in this work are sum-
marized in Table 8.1. The substrate temperature influences the density of
the Si3N4 film. Hence, keeping the flow rates constant, the deposition rate
decreases with increasing substrate temperature (see Figure 8.3).
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Figure 8.3: The rate of deposition of Si3N4 in PE-CVD for different
substrate temperatures.

Optical and Electrical Properties

The refractive index of the silicon nitride can be tuned by varying the tem-
perature of the substrate during deposition. The Cauchy coefficients for
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Temperature [◦C] 100 130 150
A 1.796 1.813 1.836
B 0.0178 0.01972 0.02116
C 0.00046113 0.00040571 0.00038368

Temperature [◦C] 200 250 300
A 1.878 1.927 1.968
B 0.02409 0.02704 0.0308
C 0.00034454 0.00035629 0.00029276

Table 8.2: Cauchy coefficients for Si3N4 at different deposition
temperatures

each temperature are extracted from a fit to the ellipsometry data (see Ta-
ble 8.2. The Cauchy dispersion law, defined as:

n(λ) = A+
B

λ2
+
C

λ4

is plotted in Figure 8.4.a for different temperatures. For a given wavelength,
the refractive index can be changed linearly with substrate temperature (see
Figure 8.4.b). For all wavelengths, the refractive index goes up by 10−3

refractive index units per degree Celsius.
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Figure 8.4: (a) Cauchy Dispersion Law for Si3N4 deposited at different
substrate temperatures. (b) Linear increase in the refractive index as a

function of substrate temperature.
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8.2.3 Reactive Ion Etching of Si3N4

8.2.3.1 Reactive Ion Etching

In a reactive ion etching (RIE) machine, a plasma is created by applying an
RF field between two parallel plates. A mixture of reactive gases is added
to the low-pressure chamber. The gas becomes ionized in the plasma and
a subsequent buildup of charge on the bottom wafer plate creates a field in
which the ions in the plasma drift towards the wafer or sample. At the sam-
ple surface, the active ions chemically react with the surface atoms, as well
as physically etch by transfer of their kinetic energy to the surface atoms.
The balance between both processes will determine the etch profile, ranging
from isotropic (chemical etching) to fully anisotropic (physical etching). To
etch waveguides and microdisks, typically a vertical profile is preferred.

Optimization of the gas mixture

Typical etch gases for silicon and silicon nitride contain fluor, like CF4

and SF6
24, where F-radicals and ions react chemically with silicon to form

SiF4. While small amounts of O2 tends to increase the etch rate because of
higher F density, at higher O2 levels a protective SiO2 layer forms which
slows down Si etching and increases selectivity between Si and Si3N4.

A few tests were done to optimize the gas mixture. Figure 8.5 shows
three different etch results using a mixture of SF6:O2. At a ratio of 50:3
sccm, a clear undulating roughness is visible in the SEM micrograph. This
type of etch profile, with evidence of isotropic etching in each of the undu-
lations, is typical for chemical etching by SF6

24. The second micrograph,
with gas ratios of 30:30 sccm, has a straight etch profile with much reduced
edge roughness. In this regime, the physical bombardement with oxygen
ions and radicals balances out the chemical etching by SF6, an ideal regime
known as synergetic etching. Finally, the third micrograph shows a sam-
ple etched with 5:30 sccm ratio. The etch profile is sloped, indicative of
physical etching by oxygen24.

A similar optimization run was done using CF4:O2. Again similar flow
rates for both gases yield the ideal synergetic etching regime. Figure 8.6
shows an SEM micrograph of an etch result using the ideal 30:30 sccm gas
ratio. The etch profile is vertical and edge roughness is even lower than
using SF6
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(a) (b) (c)

Figure 8.5: RIE of 80 nm of Si3N4 on top of a silicon substrate. From left
to right, the gas mixture is changed: SF6:O2 (a) 50:3 sccm (b) 30:30 sccm

(c) 5:30 sccm. The etching mechanism goes from chemical, over
synergetic to full physical etching.

(a) (b)

Figure 8.6: (a) RIE of 80 nm of Si3N4 on top of a silicon substrate using
CF4:O2 30:30 sccm. (b) A finished microdisk shows the smooth edge of

the disk when using this gas ratio.
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Standard process

After optimization, etching was done using the parameters summarized in
Table 8.3. The etch rate is about 130 nm/min.

RF W 150
pressure mTorr 40

CF4 sccm 30
O2 sccm 30

Table 8.3: RIE parameters used for etching of Si3N4.

8.2.4 Selective wet etching of silicon using KOH

Silicon wet etching using KOH

Potassium hydroxide (KOH) is a selective, anisotropic wet etchant. Selec-
tivity between Si3N4 and silicon is about 500. Moreover, KOH dissolved
in water does not etch along the < 111 > direction of silicon. Hence using
a Si3N4 mask on top of < 100 > silicon substrate, an etch profile 54.74◦

will form, i.e. the 111 plane.
The etch rates for other planes besides the 111 plane are equal. There-

fore, the microdisk shaped layer of Si3N4 on top of the silicon substrate
will be underetched significantly. The distance of the pillar from the mi-
crodisk edge is approximately equal to the distance from the microdisk to
the substrate. This ratio can be tuned by adding isopropyl alcohol to the
solution25, which will result in less undercut for similar etch depths.

Pillar shape

A variety of shapes can form during etching, going from eight faces for
large pillars to four faces for the smallest pillars, with a 54.74◦ angle for
the 111 and a 45◦ angle for the 110 planes. We note that in theory this
etching should be uniform, while in practice pillars can be off-center and
have more irregular shapes. Figure 8.7 shows some common shapes, angles
and locations of the pillar etched using KOH.

The pillar shape is important for multiple reasons. It should be far
enough away from the disk edge to allow WGM, yet it can also act as a
suppressor for higher radial order modes. Lastly, it should be large enough
to provide adequate support for the microdisk.
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Figure 8.7: Common pillar shapes from KOH wet etching.
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8.2.5 Spin coating of colloidal QDs

QD deposition

Different techniques for depositing colloidal QDs exist. For one to five
layers, the langmuir-blodgett technique26–28 is often preferred, with the ad-
vantage of forming perfectly packed layers and having precise control over
the number of layers. The drawback is the complexity and time needed
for deposition. For thick layers, dropcasting29 can be used. However, dry-
ing typically induces cracks in dropcasted layers. Therefore, while being
simple, fast and economic on QD usage, it is not preferred for optical ap-
plications, where the layer morphology is important. Spincoating29 deliv-
ers the appropriate thickness and morphology, and is simple and fast. The
drawback is that a large percentage of the material is lost during deposition,
although this loss can be reduced significantly by choosing a small enough
droplet of the QD solution, just large enough to cover the active area of the
chip.

Spin coating

Spin coating is the technique whereby a suspension is deposited on a sub-
strate. Before the suspension evaporates, the substrate is rotated at high
speed. The centrifugal forces, balanced by the surface tension of the sus-
pension create a certain thickness of the suspension. During the rotation the
solvent evaporates and a solid film is deposited. The thickness of this final
film h depends on the rotation speed Ω, the volume fraction f of solid mate-
rial in the suspension before spin coating, the viscosity v and the diffusivity
D 30:

h[nm] = Af
4
√
vD√
Ω

(8.1)

where A is a proportionality constant.
In this work, we keep the solvent (toluene) and the spin speed (2000 rpm)

constant. The only variables are the QD volume fraction and the QD shape.
We assume the volume fraction to be low enough not to influence the vis-
cosity of the suspension significantly. Figure 8.8 shows a plot of the thick-
ness of a layer of spin coated QRods (4.5 nm by 22.3 nm) as a function
of the volume fraction. The thickness increases linearly with increasing
volume fraction of the QRod suspension as expected from Equation 8.1:

h = 45580f

A SEM micrograph of the surface morphology is shown in Figure 8.9.
The left image shows the local structuring of the QRods in the layer. For
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Figure 8.8: Thickness as measured using AFM for a spincoated
suspension of QRods (4.5 nm by 22.3 nm) in toluene increases linearly

with increasing volume fraction of the QRods.

AFM, a cut is made in the layer using a doctor blade. This is shown on the
right. It shows the thickness and surface morphology of the layer.

8.2.6 SEM imaging

Real versus designed diameter

In designing the microdisks, one has to account for a discrepancy between
the designed diameter on the lithographic mask and the actual diameter of
the fabricated microdisk. The actual diameter, measured using SEM (see
Figure 8.10), is 0.5 µm larger than the designed diameter of 6.0 µm . This is
caused more than likely by overexposure and other lithographic aberrations.

Problems with layer adhesion

Using SEM imaging, it became clear that there is a problem of adhesion be-
tween the low-index Si3N4 layer and the QD layer beneath it. A difference
in thermal expansion coefficient between both layers can induce stress and
result in an inflated microdisk, during SEM, as evidenced from Figure 8.11.
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Figure 8.9: SEM of a spincoated layer of QRods (4.5 nm by 22.3 nm) of
28 nm thickness. The image on the left shows the morphology and local
structuring of the rods in the spincoated layer. The right image shows the
cut in the layer made using a doctor blade to measure the thickness using

AFM. It shows the smoothness of the layer.

Likely, this will present a problem for high-flux optical pumping and
laser operation of the microdisks as well.

Perceived QD layer thickness

In a cross section view using SEM (see Figure 8.12), it is hard to identify
the QD layer and estimate the layer thickness. FIB, used to make the cross
section, is known to melt and anneal the QD layer, which can result in a 60
to 80% reduction of the layer thickness.

However, due to the standard fabrication method (see Section 8.2.1 on
p. 184), the spin coating could be non-uniform due to the microdisk struc-
tures on the sample. A back-of-the-envelope calculation makes this un-
likely. A 0.1% volume fraction suspension yields a closest-packed film
(volume fraction 74%) with a layer thickness of 50 nm. This means that
the film of suspension that forms, when the spin coater starts turning (i.e.
before evaporation), will have an estimated thickness:

hsusp =
0.74

0.001
hsolid ' 37.5µm

Therefore, the height of the microdisk (between 1 µm and 2 µm ) is only a
small perturbation and should not alter the thickness by much.
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Figure 8.10: The diameter of the indicated microdisk measured using
SEM is larger than the designed diameter of 6.0 µm .

(a) (b)

Figure 8.11: (a) Cross section using SEM shows how the bottom and top
Si3N4 layer have detached under SEM electron bombardement. (b) The

microdisk inflates or blows up under SEM.
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(a) (b)

Figure 8.12: (a) Cross section view of a microdisk with 80 nm of low and
high index Si3N4, and a QD layer, which should have similar height as the

layer thickness on the substrate, depicted in (b).

8.2.7 PL Quenching

We assess whether the deposition of Si3N4 using PECVD on a QD layer
affects the optical quality of the QD film. We measure the total PL inten-
sity before and after deposition of Si3N4at 120◦C and 300◦C for several
different QD films. For the giant CdSe/14CdS QDs, 27% (partially in trap
emission) of the PL remained after Si3N4 deposition at 120◦C (see Fig-
ure 8.13(b)), whereas only 19% remained after Si3N4 deposition at 300◦C.
The effect was more dramatic for smaller ZnS passivated CdSe QDs, where
49% of the PL was recovered after deposition at 120◦C, whereas only 7%
remained at 300◦C (see Figure 8.13(c)). To highlight the versatility of our
fabrication technique, Figure 8.13(d) shows that it can be extended to near-
infrared emitting PbS/CdS QDs31.

8.3 Measurement Results

8.3.1 Imaging

Setup

Imaging of the fabricated microdisks was done on a standard scanning con-
focal PL microscope from Nikon. In this type of microscope, dichroic mir-
rors separate the excitation light from the PL signal. It can be used with a
broadband source and a standard silicon array detector to form an image,
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Figure 8.13: (a) PL (red) and absorption (blue) spectrum of 12 nm giant
CdSe/14CdS QDs used in the microdisk experiment. (b) PL spectrum of
spincoated CdSe/16CdS QDs before (red) and after (blue) deposition of
low-index Si3N4 shows that 27% of the emission remains after Si3N4

deposition. (c) A similar experiment for CdSe/2ZnS QDs illustrates that
50% of the PL remains after deposition. (d) Also for near-infrared

emitting PbS/CdS QDs 35% of the PL is recovered after Si3N4 deposition.
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Figure 8.14: Emission imaged with the PL microscope at a 10◦ angle
between the direction of view and the sample plain.

or in scanning confocal mode. In confocal mode, it is equipped with di-
aphragms that reject any PL that is not emitted from the focal point of the
excitation beam. The excitation consists of the laser lines of an argon laser,
and an additional diode laser, both operated in CW. The laser is imaged to a
diffraction limited spot onto the sample and the collected PL is sent through
a fiber to a monochromator equipped with an array of visible photomulti-
plier tubes. The highest spectral resolution is 2.5 nm, too large to obtain an
accurate spectrum of the WGMs. To form an image, the laser is scanned
over the sample.

Microdisk images

A typical sample with microdisks contains several rows of differently sized
microdisks. The sample is cleaved along one row and mounted at a 10◦

angle between the direction of view and the sample plain to increase the
collection efficiency of light emitted from the WGMs.

Figure 8.14 shows the emission collected using the PL microscope in
regular imaging mode for a sample containing CdSe/CdS/ZnS, made using
the SILAR technique. Several rows of disks can be seen. With only the
edge column in focus (right figure), we clearly see bright emission from
the edge of the microdisks.

Figure 8.15.a shows a confocal scanning image of a 7 µm microdisk.
The sample is excited with the 454.6 nm Argon laser line on a spot size of
about 300 nm and imaged using a 20x objective (NA=0.75). At the center
of the disk, the darker spot outlines the silicon pillar, which absorbs or
guides most of the emitted light in that region. Around the pillar, a first
bright ring can be seen, followed by a slightly larger second ring. From the
spectrum in Figure 8.15.b of the different regions of interest (ROI) indicated
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Figure 8.15: (a) Confocal image of a 7 µm microdisk with CdSe/CdS/ZnS
QDs at a 10◦ angle. The Regions of Interest (ROI) are indicated on the

image. (b) The spectrum from each of these ROI.

on Figure 8.15.a we see modulations in the spectrum from the coupling of
emission to the WGMs for all ROIs, yet most strongly from ROI 2 at the
bottom edge of the disk. Note that the spectral resolutation is only 2.5 nm,
so the peak width is limited by the setup’s resolution. The size of the second
ring correlates well with the microdisk diameter. We therefore concluded
that the outer ring is mostly emission from WGMs. The explanation of
the inner ring is not fully clear. It could be from reflection or scattering
of the WGM at the pillar edge, or from a non-uniform QD layer around
the pillar due to spincoating on fully pre-etched microdisks, some emission
of which still couples to WGMs, since the spectrum from this region still
shows WGM-like modulations.

8.3.2 Spatial and spectral mode mapping

Selective Excitation Setup for Spatial and Spectral Imaging - ULB

In this Section we describe the spatial and spectral mode mapping. These
measurements were done in collaboration with Edouard Brainis from Uni-
versité Libre de Bruxelles (ULB), who built and operates a custom mi-
crophotoluminescence imaging setup. The spectrally and spatially resolved
microphotoluminescence setup (see Figure 8.16) consists of a picosecond
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Figure 8.16: Selective Excitation Setup for Spatial and Spectral Imaging at
the ULB shows the laser beam incident on the DMD. A pixel on the DMD
is imaged onto the sample plane by a 100x objective. The PL is collected
using the same lens and sent to a dichroic mirror. An image of the sample

is formed on the entrance slit of the spectrometer, which can be used to
collect a spatial image of the microdisk (top graph) or hybrid

spatial/spectral image (bottom graph)

pulsed laser (λ = 408 nm) incident on a digital micromirror device (DMD).
The micromirror plane is imaged onto the sample plane using a 100x-
objective (NA=[@EDOUARD]), enabling us to determine the shape, size
and position of the excitation spot, without moving the sample itself. The
emission is collected using the same objective, separated from the excita-
tion light with a dichroic filter, polarized using a Glan-Thompson polarizer
and sent to an imaging spectrograph.

With open slits and the grating turned to the 0th diffraction order (i.e.
mirror), a full spatial image is formed on an EMCCD (electron multiplying
charged coupled device) camera(see top graph in Figure 8.16). With closed
slits (typically 30-50 µm ) and the grating turned to the right diffraction
order a hybrid spatial/spectral image forms on the 2D detector (see bot-
tom graph in Figure 8.16). The spatial axis is oriented along the length of
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the slit, whereas the spectral axis is perpendicular to the slit length. The
sample is mounted with a 10◦ angle between the substrate and the setup’s
optical axis, since the radiation pattern from WGM’s is directed preferen-
tially along this axis.32

Spectral and spatial mapping of WGM modes

Figure 8.17(a) shows a tranverse-electrical-polarized (TE, i.e. E ∼ Erer)
mode map collected from a 6.0 µm diameter microdisk. We position the
sample in such a way that the slit of the imaging spectrograph takes a spatial
cross section through the middle of the disk (see the drawing at the top of
Figure 8.17(a)). This is plotted on the x-axis. The spectrograph grating
then images the slit, spectrally separated along the direction perpendicular
to the slit onto the EMCCD. In this way, of each point of the microdisk
cross section, a spectrum is taken and plotted on the y-axis.

We pump with a spot size of 1.5 µm, which we carefully direct at the
right side of the microdisk. The PL of the excitation spot lights up, together
with a bright spot of PL at the left side of the microdisk. This secondary PL
spot is well out of the range of the excitation spot, since moving the excita-
tion spot towards the left reduces rather than increases the brightness of the
left spot. Hence, it cannot be attributed to direct excitation of the QDs by
the pump spot. As the distance between the right edge of the excitation spot
and the left spot is equal to the diameter of the disk (see Figure 8.17(a)),
it suggest that the secondary PL spot on the left side comes from WGM,
resonating in the microdisk.

That the PL indeed comes from WGMs becomes even clearer when we
take a look at a line section through the spectral mode map at the left edge
(see Figure 8.17(b)). The spectrum exhibits some clearly distinguishable
resonances, both in TE and TM (tranverse magnetic) polarization, illus-
trating the modified density of optical modes the QDs can couple to, once
they are embedded in the optical cavity (see Figure 8.17(a-b)). Given the
small excitation spot size and the low pump fluence used, we can therefore
conclude that the emission coming from the left side of the microdisk is
the spontaneous emission of the excited QDs on the right side of the mi-
crodisk that is coupled to a resonant microdisk mode and eventually leaks
or scatters away from the disk into the collection optics.

Two WGM families stand out in the TE spectrum. They have slightly
different free spectral range (FSR), indicating a different radial order (TE1,
TE2). In the TM spectrum three sets of modes are visible, of which only
the one dominant mode is quasi-TM. We identify the other WGMs as the
same quasi-TE modes seen in the TE spectrum, given that the wavelengths
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Figure 8.17: (a)Mode map collected from a 6.0µm microdisk containing
giant CdSe/14CdS QDs by selective excitation of the right side of the disk.
The cross section from where the PL is collected is drawn in the microdisk
drawing above. Only TE polarized light is collected here. (b) Spectrum at
the left edge of the microdisk for TE and TM polarized light. The two TE
modes are also visible in the TM spectrum, as indicated by the red lines.

The mode’s radial and azimuthal order is indicated for one of the
resonances. (c) FSR as measured (full symbols) and as calculated (open

symbols) as a function of the resonance wavelength for the first order TM
(black), first order TE (red) and second order TE (green) mode. The inset

at the top left shows the intensity mode profile of the TE1,45 calculated
using COMSOL. The inset at the bottom right shows the calculated TE

spectrum, using a 1 nm linewidth.
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match with the peak positions of the quasi-TE modes.
To compare our mode mapping results with simulations, we solve the

axisymmetric form of Maxwell’s equations in cylindrical coordinates nu-
merically.33 As illustrated in Figure 8.17(c), using the dimensions and re-
fractive indices as mentioned above, we can predict the spectral positions
and the FSR of the resonances for the first order quasi-TM and the first and
second order quasi-TE modes within the emission band of the QDs. For the
QD layer, we have taken a refractive index of 1.69 to obtain the best fit with
our experimental results. A perfect match between simulations and experi-
ment is not possible, since we neglect the QD and other material dispersion,
and approximate the shape of the disk cross section with a rectangle.

To understand why the quasi-TE modes show up in the TM spectrum
(see Figure 8.19 for more detail), we look at the field line plots (Et =
Erer +Ezez) of the TE1, TE2 and TM1 modes from simulations (see Fig-
ure 8.18). Because of the asymmetry of the microdisk structure, the TE and
TM modes are hybrid. The TE mode have a non-negligible Ez component
at the corners of the disk cross section. The same goes for the Er compo-
nent of the TM mode at the corners, and along the top surface of the disk.
Scattering of the quasi-TE modes at the microdisk corner would therefore
couple to an almost pure TEM free space mode.

Apart from the observation that the scattered modes are hybrid, two
more things are striking in Figure 8.19. Note that the intensity in both maps
cannot be compared, because of slightly different experimental conditions,
integration times and camera gain settings:

• the TM collects more background emission

• in the TE map, the TM1 mode is spatially shifted compared with the
TE modes. However, in the TM map, the TM1 is spatially aligned
with the TE modes.

Further investigation is needed to rule out any setup artefacts and identify
the physical origin of these effects.

Scattering is the main mechanism coupling photons out of the microdisk
cavity, rather than WGM radiation or direct PL coupling to free space
modes. This is further confirmed by the very localized spot of WGM-
modulated PL, coming from the left edge of the microdisk (see Figure
8.17(a)). Other, non-radiative loss mechanisms, such as reabsorption and
Stokes-shifted re-emission outside the WGM resonance by the QDs, will
further reduce the Q-factor of the cavity. A Lorentzian fit to the quasi-TM
peaks yields Q-factors of 600, while the peaks in the TE spectrum yield
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Q-factors of 450 and 300 for the first and the second order modes respec-
tively.

Since we only pump a small part of the microdisk and keep the flux
below one exciton per QD, it might seem surprising that light resonates
in the microdisk at wavelengths where it is absorbed by the QDs. Even
without exact knowledge of the local field factor in these densely packed
QD layers,34, we can still estimate the absorption coefficient between a
lower limit of 40 and an upper limit of 2000 cm−1 (taking the confinement
factor into account). This puts the expected Q-factors in the range of 5000
to 100, in agreement with our experimental results.

Both loss mechanisms could be engineered to improve the Q-factor for
the desired applications. However, our main aim was to showcase the suc-
cesful embedding colloidal QDs into a CMOS-compatible solid matrix and
putting them to work in an active and complex, integrated photonic device.
While the photophysics of the interaction between the QD and the optical
microcavity are interesting in their own right and merit further study, this
work smooths the path towards other active photonic structures, such as
waveguides, ring resonators and interferometers, and more complex active
photonic circuits.

Influence of the spot size

The DMD in this setup allows us to change the excitation spot size and
position without changing the collection optics or the sample position. Fig-
ure 8.20.a shows the mode maps collected for a 6.5 µm microdisk, contain-
ing SILAR CdSe/CdS/ZnS QDs (30 nm layer thickness), recorded using a
600 lines/mm grating (resolution = 0.084 nm). The position and size of the
excitation spot is clear from the large 2D-gaussian spot in each mode map.
The excitation spot is directed at one side of the microdisk. The emission
pattern at the top clearly shows the WGMs scattering from the other side
of the microdisk. From right to left, we increase the diameter of the circu-
lar exciation spot on the DMD from 30 pixels over 50 pixels to 80 pixels.
Even though we keep the laser power constant, the multimode nature of the
excitation laser creates a non-uniform spot on the DMD. We can therefore
not guarantee that the exciting photon flux density remains constant while
changing the spot size.

From the mode maps it is clear that exciting a larger area of the mi-
crodisk and therefore more QDs increases the intensity of the WGMs. Fig-
ure 8.20.b shows the spectra at the WGM position. The spectra are normal-
ized to the highest WGM intensity. It shows that the background emission
grows faster than the WGM intensity as the excitation spot becomes larger.
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Figure 8.20: (a) Mode maps of a 6.5 µm microdisk, containing 30 nm
thick layer of SILAR CdSe/CdS/ZnS QDs, using a 600 lines/mm grating
for three different excitation spot sizes. All maps are shown on the same
scale, so the emission intensities can be compared. (b) Spectrum for the
different spot sizes by normalizing the peak intensities shows the faster

growth of the background emission.

For the largest spot size, the QDs at the WGM position are excited as well.
Their emission couples partly to free space modes, i.e. the background
emission. The spectrum is therefore the sum of the emission of all excited
QDs that are coupled to the WGMs and the emission of the excited QDs at
the spatial position where the spectrum is taken that is coupled to free space
modes directly.

Pump power sweep

Figure 8.21 shows the spectrum of a 6.5 µm microdisk, containing SILAR
CdSe/CdS/ZnS QDs (30 nm layer thickness), recorded using a 600 lines/mm
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Figure 8.21: Spectrum of a 7.5 µm microdisk, containing 30 nm thick
layer of SILAR CdSe/CdS/ZnS QDs, using a 600 lines/mm grating for
three different pump powers of the excitation laser, normalized to the

background emission shows the linear increase of the output spectrum.

grating (resolution = 0.084 nm) for three different pump powers. All spec-
tra have been normalized to the background emission. The peaks follow
the same power-dependent trend as the background emission, illustrating
the absence of strong stimulated emission. Moreover, neither the spectral
position, nor the Q-factor change with increasing pump power. From a
lorentzian fit to the sharpest peak in the spectrum, we extract a Q-factor of
1800.

8.3.3 Spectral and Temporal Characterization

Microdisk Pump Setup - Trento, Italy

These measurements were done in cooperation with the Silicon Photonics
Group of Prof. Lorenzo Pavesi at the University of Trento, Italy. Their
setup can be used to study the spectral and temporal behaviour of the mi-
crodisk emission intensity as a function of the pump power. We excite the
microdisk using a 532 nm CW diode laser, delivering a maximum power of
4 mW (5 kW/cm2) or a femtosecond pulsed Titanium:Sapphire laser (50 fs,
80 MHz), frequency-doubled to 400 nm, delivering a maximum average
power of 30 mW (under ideal conditions) or 0.3 nJ (120 µJ/cm2). Both
beam paths are combined into a single 20x achromatic objective (designed
to have the same focal point for both 400 nm and 534 nm), which focuses
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the laser light down to a 10 µm spot. The sample is mounted with its surface
perpendicular to the excitation beam path.

The collection path is mounted at a 90◦ angle and uses a 40x objective to
collect the microdisk emission. The microdisk sample needs to be cleaved
in such a way that the microdisks are less than 100 µm from the sample
edge in order for the lens to be able to focus on the microdisk. Behind
the objective, a polarizer is mounted, used to distinguish between TE and
TM modes and a dichroic mirror to filter out the excitation light, before
sending the collected emission to a monochromator. Similar gratings as on
the spatial and spectral imaging setup at ULB are available (300 l/mm and
600 l/mm).

The diffracted light is imaged onto the slit of a streak camera (Hama-
matsu). The streak camera delivers the temporal resolution of the setup by
transforming the temporal profile into a spatial profile on a 2D array detec-
tor. The light entering the device falls onto a photocathode, which emits
electrons through the photo-electric effect. Similar to a CRT television, the
electrons are deflected using a time-varying electric field, triggered using
the excitation pulse of the laser. At the start of the trigger, the electrons hit
the top of a phospor screen and over time are swept over the entire height
of the screen, thus transforming the time profile into a spatial profile. Since
the speed or time resolution of the camera is determined by the electronics,
it has a huge dynamic range with time windows from 10 ms to 2 ns, while
the sensitivity is close to the single-photon regime, thanks to the efficient
photocathode materials in the visible range of the spectrum.

Spectral analysis under CW excitation

We investigate a sample containing CdSe/CdS dot-in-rods (22.3 nm by
5.3 nm). These type of nanocrystals were selected for their qualities as
a gain material. Their Auger recombination rate was reported to be re-
duced, resulting in longer gain lifetimes and lower lasing thresholds35–37.
However, due to technical issues at the time of processing, the desired layer
thickness of 50 nm was not obtained. Instead, from SEM, we estimate only
a sub-monolayer was deposited.

We estimate the cross section of the dot-in-rods38 as:

σ = µV (8.2)

' 5e6m−1π(5.3e−9m)2

4
22.3e−9m @532nm (8.3)

= 2.5e−14 cm2 @532nm (8.4)

CW pumping using the 532 nm diode laser results in a maximum power
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Figure 8.22: Microdisk pump setup used in Trento, Italy.
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of 4 mW on a spot of 10 µm, or a power density of 5 kW/cm2. Using the
cross section above, this gives a maximum exciton pump rate of one exciton
every 2.93 ns.

Figure 8.23 shows the TE and TM spectra from three 6.5 µm microdisks
on this sample. All spectra clearly exhibit WGM resonances in both TE
and TM. While polarization suppression is not perfect for reasons high-
lighted above (see Section 8.3.2 on p. 204), there are two or three mode
families clearly belonging to a different polarization in each spectrum. As
Figure 8.23 shows spectra of three different 6.5 µm microdisks, it illustrates
the reproducibility of the spectra. Both in TE (black) and TM (red) the po-
sition of the resonances matches well throughout the spectral bandwidth.
As both position and FSR line up, it shows that the modes have the same
effective refractive and group index. However, the top spectrum (TM) was
shifted by 3.8 nm towards the blue side of the spectrum (left) to match the
WGM positions with the other spectra. Moreover, there is a clear difference
in Q-factor and exctinction with the background emission. These measure-
ments illustrate the challenges we still face to optimize the uniformity of
the fabrication process.

To extract more information from the spectra, we perform a multi-peak
fitting algorithm (using Igor Pro) on the bottom (see Figure 8.24) and top
spectrum (see Figure 8.26) of Figure 8.23. To each WGM we manually
assign a lorentzian peak. A gaussian function accounts for the background
emission coupled directly to free space modes. The result of the fitting
procedure is shown in the top graph of Figure 8.24 for TE (left) and TM
(right) as a solid red line. We deconvolute the spectrum in separate WGM
peaks in the middle graph. We colour each WGM family differently and
also plot the gaussian background emission. The TE spectrum contains
three mode families, while in the TM spectrum we can only identify two.
From the middle graph, it is clear that the amplitudes of the peaks for each
mode family form a gaussian-like envelope. These amplitudes are plotted
in the bottom graph, together with a gaussian fit. The central wavelength is
indicated for each mode family. Each envelope is significantly shifted by
10-30 nm.

To identify the modes, we plot the FSR in the top graphs of Figure 8.25.
For the TE modes, the green modes have the highest FSR and are therefore
the highest radial order. The black and red modes have a very similar FSR,
that is too close to be of a different radial order, according to simulations.
Moreover, their Q factors are very similar for all wavelengths. We therefore
speculate that these are non-degenerate clockwise and counter-clockwise
propagating first order modes. For the TM modes the FSRs (see top right
graph of Figure 8.25) are clearly different for both modes and we therefore
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Figure 8.23: TE and TM spectra of three disks of 6.5 µm on the same
sample. All disks contain CdSe/CdS dot-in-rods (22.3 nm by 5.3 nm) and

are excited using a 532 nm CW laser at low power. Lines are drawn as
guides to the eye, showing the corresponding WGMs in each spectrum.
The top spectrum was moved by 3.8 nm towards the blue (left) side. It

illustrates the reproducibilty and quality of the microdisks on one sample.
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Figure 8.24: (top) The spectrum (TE on the left, TM on the right) of a
6.5 µm microdisk containing CdSe/CdS dot-in-rods is fitted using a

multipeak fitting algorithm. The sum of all the separate peaks is shown as
a red line. (middle) Deconvolution of the spectrum in separate Lorentzian
peaks together with a Gaussian background for the uncoupled spontaneous

emission. Peaks belonging to the same mode family are coloured in the
same way. (bottom) The amplitude of each peak is plotted. The

amplitude-envelope of each mode family is fitted using a Gaussian
function. The central wavelength is indicated in the boxes.
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Figure 8.25: FSR and Q factor for the TE (left) and TM modes (right) of a
6.5 µm microdisk.

identify these as first and second order TM modes.
With this identification, we come to a general observation that:

• the first order mode envelope is significantly redshifted compared to
the gaussian background emission.

• the second order mode envelope is slightly blueshifted compared to
the gaussian background emission.

This observation is corroborated by the TM spectrum of another mi-
crodisk on the sample (see Figure 8.26) on which we performed the same
fitting procedure, and in fact qualitatively by all spectra collected, even for
samples containing different QDs.

The origin of this is not well understood at this time. We found no re-
ports in literature describing this behaviour. A redshift would be caused by
a higher coupling or lower mode loss (i.e. higher Q factor) on the red side
of the spectrum, and inversely for a blueshift. The Q factor dependence on
the wavelength indeed follows this trend. The bottom graphs of Figure 8.25
show an increasing Q factor with wavelength for the blueshifted modes, and
a decreasing Q factor for the redshifted modes.
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Figure 8.26: Another 6.5 µm microdisk, with similar analysis was done as
in Figure 8.24 shows the reproducibility of the processing and

measurement.

The Q factor reaches a maximum of 1500, and is very similar for both
TE and TM WGMs. We note that these Q factors are limited by the spectral
resolution of the setup. The full-width-at-half-maximum extracted from the
fit is below 0.5 nm, whereas the resolution of the grating was measured
using the excitation laser to be 0.8 nm.

Stability under 400 nm pulsed excitation

A pulsed laser can deliver pulses with a much higher power than the CW
diode laser used here. The Ti:Sa femtosecond pulsed laser delivers a max-
imum average power of 30 mW in the frequency-doubled 400 nm line.
While the average power Pavg is in the same order of magnitude, this power
is concentrated in a short femtosecond pulse, calculated easily:

Ppulse =
Pavg

τpulsefrep
=

30 mW

1 ps 82 MHz
= 0.37 kW

Here τpulse is the pulse width and frep is the repetition rate. When this is
focused down to a 20 µm spot, we get a power density of 120 MW/cm2.
Assuming the pulse width to be shorter than all internal QD processes, we
express this as an energy density of Epulse = 120 µJ/cm2 per pulse. At
400 nm, the dot-in-rod cross section is σQD = 6e−14 cm2, larger than
at 532 nm. The number of excitons created by a single pulse therefore
becomes:

Nex = σQDEpulse
λ

hc
= (6e−14 cm2) (2.34e14 photons/cm2) = 14.1
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This high photon flux and energy density can however also have adverse
effects. Spectra taken using CW excitation were stable over the course of
hours. On the contrary, excitation using the Ti:Sa pulsed laser resulted
almost immediately in a spectral blueshift over the course of minutes, and
a slower decrease of the intensity of the WGM peaks.

To illustrate this effect, Figure 8.27 shows the evolution of the spectra
taken from a 6.5 µm microdisk containing CdSe/CdS dot-in-rod over the
course of twenty minutes (from top to bottom). A line is drawn as a guide to
the eye connecting one WGM peak. Clearly, a strong blueshift over nearly
10 nm (i.e. one FSR) is observed. The position of one WGM resonance is
plotted in Figure 8.28, showing a strong shift of 1 nm/min in the first 5 min,
slowly decreasing to a lower shift rate beyond 5 min. The intensity, shape
and Q factor of the WGMs does not seem to change much in the first 5 min,
but clearly worsens after 10 mins.

We note that we observed this effect on all microdisks under study on
this sample, and also on microdisks containing different QDs. Since the ini-
tial shift is usually not accompanied by a degradation of the PL, we assume
that the intense excitation beam alters the disk shape. Given the problems
with adhesion between the low-index top Si3N4 layer and the spincoated
QD layer, which we observed under SEM (see Section 8.2.6 on p. 196), we
speculate that the intense excitation beam creates thermal stress between
these layers, which is partially released by inflating the microdisk. As air
replaces Si3N4 as the top layer, this will result in a lower effective index
(air vs Si3N4) and blueshift of the spectrum.

Power analysis under CW and pulsed excitation

In Figure 8.29(a) we show the increase of the collected PL intensity for
several TE modes with increasing CW pump power. The top axis also
shows the exciton pump rate. For comparison, the power dependence off-
resonance is also shown for one wavelength (open circles). The intensity
initially increases linearly. Around 1 mW, the intensity begins to saturate
into a square-root power law. A further increase of power shows a sudden
superlinear increase in the intensity, which could be due to stimulated emis-
sion. However, the increase is at the limit of the pump power, and could
therefore not be confirmed with additional data points.

The CW laser creates a steady-state population of excitons in the rods,
according to the model developed in Section 7.3.3 (see p. 176). The number
of photons in the cavity as a function of the CW pump power is plotted
in Figure 8.29(b) for a cavity containing 1000 QDs coupled to the cavity
resonance. The trend of the experimental and simulated traces agrees well
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Figure 8.27: Spectra of a 6.5 µm microdisk under 400 nm pulsed
excitation (27 mW average power) shifts in time. The time axis increases

from the bottom spectrum to the top spectrum.
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Figure 8.28: Blueshift of one of the WGM peaks as a function of time of
excitation using a 400 nm pulsed excitation at full power (27 mW) for a

6.5 µm microdisk.

qualitatively. We find the same linear increase at low power and a saturation
to a square-root power law at higher power. A sudden superlinear increase,
indicative of stimulated emission, is also observed. The agreement between
experiment and theory is however not perfect, as the theoretical trace is
spread over several pump power decades, whereas the experimental trace is
concentrated to just two decades.

Under pulsed excitation using the Ti:Sa pulsed laser, the collected PL
intensity increases linearly. Figure 8.30 shows a log-log plot of the intensity
as a function (left axis, dots) of average power of the fs-pulse laser for the
peak wavelength indicated on the right axis with the squares. The solid line
is a power law fit to the PL data. The exponent that was extracted from the
fit is 0.92 ± 0.03 and hence almost perfectly linear. The top axis indicates
the number of excitons per QD created by each laser pulse.

As we have seen in Section 7.3.2 on p. 172, the PL intensity increases
linearly both below and well above threshold. Given the number of excitons
that we were able to create (due to low excitation laser output that day), the
lower than expected number of QDs in the cavity and the blueshift of the
WGM resonance locations (see Figure 8.30 open squares on the right axis),
we conclude that we are in a linear regime below full bleach and in the
regime where the amount of QDs is too low to provide sufficient gain to
start lasing action.
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p. 176) for an underloaded cavity with 1000 QDs shows the same linear

increase at low power and sublinear increase at higher power.
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Time resolved analysis under pulsed excitation

Besides the relationship between the output and the input power, the decay
dynamics of the output of the microdisk after an excitation pulse can teach
us more about the interaction between the QDs and the microdisk cavity.

First of all, the rate of spontaneous emission ΓSE depends on the strength
of the optical dipole transition on the one hand and on the density of final
states in the photon field on the other hand. Especially in a microcavity,
where the modal volume is small, the density of optical states can be in-
creased, an effect known as the Purcell effect. The increase in the SE rate in
the cavity compared to free space is quantified by the Purcell factor FP 39:

FP =
ΓSE,cav
ΓSE,∞

=
3

4π2

Q

Vm
η

It depends on the Q factor and the normalized modal volume40:

Vm =
n3

λ3

∫
V εr|E(r)|2dV
max(εr|E(r)|2)

The normalized mode volume as calculated using Comsol for the first
and second order TE and TM modes of a 6.0 µm microdisk is summarized
in Table 8.4. It can be estimated easily by making the assumption that in
the axial direction the mode is confined by the thickness of the disk, in the
radial direction the mode is half the wavelength in the microdisk and in the
azimuthal direction the resonance condition means the mλ/neff needs to
fit in the disk perimeter:

Vm '
hdisk( λ

2neff
)( mλ
neff

)

(λ/neff )3
=
neffhdiskm

2λ
= 13.9

which is in good agreement with the values calculated using Comsol.

TE1,42 TM1,42 TE2,42 TM2,42

λ0 (nm) 649.25 619.36 591.55 567.858
Vm 11.3 14.1 11.93 15.07
FP 10.1 8.1 9.6 7.6

Table 8.4: Normalized modal volumes for a 6.0 µm microdisk calculated
using COMSOL.

The Purcell factor is in the order of 10 (see Table 8.4) for a Q factor
of 1500. However, this is the idealized Purcell factor, the conditions on
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the basis of which the Purcell factor was derived, do not all apply. The
conditions41 state that:

• the emitter and the cavity WGMs are spectrally tuned and ∆ωem �
∆ωcav

• the emitted field is aligned with that of the cavity and placed in a
cavity-field antinode

• the nonradiative recombination rate is negligible.

Due to the large homogeneous linewidth of several meV (or nm) of
CdSe QDs, related to acoustic phonon assisted transitions42–44, the cavity
linewidth is easily of the same order as the QD linewidth. Moreover, the
thick QD layer implies that the Purcell enhancement will depend on the
spatial position of the QD and result in a ensemble of different enhance-
ment factors. Lastly, both in the low and in the high pump fluence regime,
non-radiative recombination through surface recombination and Auger re-
combination respectively is not negligible. The deviation from the ideal
regime is quantified by the non-ideality factor η dropping below one.

The Purcell effect on a microdisk containing an ensemble of QDs cou-
pled to the cavity is simulated using the rate equations in Figure 8.31. The
QDs are excited with 3.4 excitons per pulse. While this is above population
inversion, there are not enough QDs coupled to the cavity to start lasing.
The decay curves clearly show the fast Auger dynamics and the longer ra-
diative recombination time. The Purcell effect is still clearly distinguishable
as a shortening in the radiative lifetime.

An experimental decay curve recorded on a 6.5 µm microdisk excited
with 3.4 excitons per QD is plotted in Figure 8.32.a. The dynamics, with
the fast Auger component in the beginning and the long radiative tail are
reminiscent of the simulation for Fp ∼ 1 (Figure 8.31). They suggest that a
lack of QDs coupled to the cavity inhibits lasing in this microdisk. Similar
to the procedure followed by Pitanti et al.41, we perform a fit of the decay
curve on resonance and off resonance (i.e. in a dip). As the decay is not
single-exponential, we fit the curves using a stretched exponential function:

I(t) = A exp−(t/τ)β (8.5)

The average decay time can be calculated as:

〈τ〉 =
τ

β
Γ

(
1

β

)
(8.6)

On-resonance we extract an average lifetime of 150 ps. Off-resonance the
fit yields an average lifetime of 250 ps. This is a factor 1.7 difference. The



226 COLLOIDAL QDS AND PHOTONIC RESONATORS: EXPERIMENT

0.1

1

10
P

ho
to

ns
 in

 th
e 

ca
vi

ty

2.01.51.00.50.0

Time [ns]

Femtosecond pulse excites
 3.4 excitons/QD

 FP =  1
 FP =  2
 FP =  6
 FP =10

Figure 8.31: Simulated decay curve of a microdisk excited with a pulse of
3.4 excitons/QD for different Purcell factors shows the Purcell effect at

high pump fluences.

β-factor gives an indication for the spread on the lifetime distribution. β =
1 for a single-exponential function. The lower β, the higher the deviation on
the lifetime distribution. Both decay curves exhibit strong non-exponential
decay. The on-resonance distribution is slightly broader, with β = 0.42 ±
0.01 than the off-resonance distribution, with β = 0.49± 0.01.

The difference between the on and off peak lifetime is evident both
from the graph as from the stretched exponential fit. However, our model
and understanding of the interaction of the QD ensemble with the WGMs
is not developed enough to relate this difference in lifetime to the Purcell
factor.

Moreover, Figure 8.32.b shows that the average lifetime is shorter at
the blue side of the spectrum and increases monotonically with wavelength
(Figure 8.32.c). To prove that this effect is related to the interaction of
the QDs with the cavity, the decay traces at the blue and red side of the
spectrum of QDs on the sample substrate (i.e. not coupled to the cavity)
overlap (see Figure 8.32.d).

Since the effect is clearly due to the presence of the cavity, the physical
origin is any or a combination of:

• stimulated emission
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• cavity lifetime

• Purcell effect

The gain spectrum for QDs typically has a gaussian lineshape. We there-
fore wouldn’t expect a linear increase in the average lifetime from stimu-
lated emission. The cavity lifetime (proportional to the Q factor) on the
other hand shows a different trend depending on the radial mode family
(see Figure 8.26). Lastly, if the increasing trend is due to the Purcell effect,
the trend would not be observed for the off resonance lifetimes.

Conclusion

In conclusion, the power dependence and decay dynamics of the emission
spectrum of dot-in-rods coupled to a microdisk cavity were studied. We
showed that the amount of QRods coupled to the cavity is too low to start
lasing. A thorough spectral deconvolution showed interesting behaviour
for different radial mode families. Clear differences in the average lifetime
between on and off resonance were observed, together with a linearly in-
creasing trend with wavelength.The Purcell effect is more than likely at the
origin of this behaviour. However, more measurements and analysis are
necessary to provide a full understanding.

8.4 Conclusion and Perspective

We developed a fabrication process to embed colloidal QDs into a Si3N4

matrix and etch pillar-supported microdisks. The PL of the QDs is pre-
served and coupled to the microdisk, as evidenced by the spectrum showing
clear WGM resonances.

We studied the microdisks using three different setups. This provides
us with a good understanding of the interaction of the QDs with the cavity
from spatial, spectral and temporal measurements.

The ultimate goal of making a hybrid QD-microdisk laser was not reached.
Two chief reasons can be identified. The amount of QDs coupled to the mi-
crodisk in the studied samples was too low to provide sufficient gain to
overcome cavity losses and the microdisk layer stack is not stable under
400 nm pump light.

The first problem is easy to solve by spincoating a more concentrated
QD solution and has already been tackled in samples which are under test at
the time of writing. The second problem needs more work to investigate the
true reason for the instability. More than likely it is related to the adhesion
problem between the low-index Si3N4 and the QD layer beneath it. The
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Figure 8.32: (a)The PL decay after excitation with a fs-pulsed laser is
shown on resonance (grey) and off resonance (black). The decay curves
are fitted using a stretched exponential function.(b)The PL decay after

excitation with a fs-pulsed laser is shown at the resonance of 627 nm and
667 nm. We observe a faster decay at the blue side of the spectrum. (c)

The average PL decay time for each resonance in the spectrum increases
linearly with increasing wavelength (full circles). The decay times
off-resonance are also plotted (open circles) and show that decay is

enhanced for on-resonance wavelengths. (d) Comparison of the dynamics
of the QDs on the sample substrate, i.e. not coupled to the microdisk at the

blue and at the red side of the PL spectrum.
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role of the ligands surrounding the QDs and the influence of the PECVD
deposition needs to be studied further to identify the problem and ultimately
solve it.

At the same time, further improvements in the etching quality and the
uniformity of the QD deposition are necessary. Moreover, a new fabrication
flow should be developed that allows QDs to be selectively deposited only
inside the microdisk and not on the entire sample substrate. A masked anti-
adhesion treatment for selective deposition could be an interesting route to
reach this goal.

This work has laid the foundations for many opportunities for interest-
ing research. The first opportunity is to achieve lasing under optical pump-
ing using the extensive library of QDs that is available today. In the visible
part of the spectrum, both pulsed and CW operation should be achievable,
while in the infrared more material research is necessary to provide an ade-
quate gain material. In parallel, efforts should be made to couple the emis-
sion to a bus waveguide and integrate it with photonic circuitry. We would
like to stress here that a laser is a necessary light source for many, but def-
initely not all applications. In trying to solve the problems with QDs in
a multi-exciton regime, it is sometimes overlooked that QDs are excellent
emitters (and absorbers) in the single-exciton regime. With further engi-
neering the cavity, high β factors can be reached using microdisks, mak-
ing them an excellent, broadband light source while still providing sharp
linewidths.

From a more fundamental viewpoint, the interaction of a single or en-
semble of QDs with a high-Q cavity is very interesting. More research is
necessary to understand the Purcell effect with these emitters and prove that
the enhancement we see is indeed related to the Purcell effect. Moreover,
both at low and room temperature, a few QDs coupled to a microdisk are
an interesting testbed to explore the fully quantum mechanical light-matter
interaction.

Lastly, the advances that have been made recently to electrically ex-
cite the QDs should be combined with the microdisk cavities. Especially
the technique of field-driven electroluminescence45 is ideally suited for our
device architecture. The insulating Si3N4 acts as a capacitator, putting a
large field over the QDs. The first steps of mask design have already been
made to make electrical contacts on the top of the microdisk and on the
silicon substrate. This would be the first demonstration of QD electrolumi-
nescence coupled to an optical microcavity and a major step forward in the
QD and photonics research fields.
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9
General Conclusion

9.1 Conclusion

Colloidal QDs are an attractive new class of materials with promising prop-
erties. First of all, the ease with which an entire wavelength range is acces-
sible with just one material, one synthesis technique and just one parameter
to adjust, the QD size, makes them highly versatile, both in fundamental
physical studies as more engineering oriented applications. Secondly, their
capping ligands not only provide protection to their delicate optical prop-
erties, but also yield their solubility in various solvents. This makes the
embedding or processing the easy part of the road from QD synthesis over
identifying the optical and electrical properties to designing and optimizing
their use in LEDs, lasers, solar cells and other applications. Their short non-
radiative lifetime of Auger recombination together with their small size,
which requires high carrier densities, have so far hampered their succes-
ful use in CW lasers and efficient LEDs and their application in integrated
photonic circuits.

On the other hand the field of silicon photonics has significant merit
in realizing very small and low loss optical components with very repro-
ducible, low-cost and high-volume fabrication methods from the CMOS
industry. The obvious drawback of the platform is the lack of direct gener-
ation of light due to silicon’s indirect and silicon nitride’s overly large band
gap. Along with the success of passive silicon photonics came the success
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of heterogeneous integration of active materials on silicon. Mature tech-
nology, using III-V bonding1, already exist. In that sense, the combination
of silicon photonics and colloidal QDs is more a testbed for the limits and
properties of these new materials rather than as a direct competitor to the
III-V/silicon photonics platform.

In this thesis we have aimed to take some of the key hurdles on the
way to an active hybrid colloidal QD integrated photonic light source. We
have extended the understanding of the hot-injection synthesis. Our simu-
lation model shows good agreement with an experimental CdSe synthesis.
We thereby proved that besides nucleation and growth, the generation of
monomers from precursors is key to the dynamics of the hot injection syn-
thesis. As the rates of nucleation and growth are limited by the generation
of the monomer, this rate will determine the balance between nucleation
and growth and therefore the balance between concentration and diameter
at full yield. We then showed that we could use the initial precursor con-
centration as a strategy to tune this final QD diameter at full yield, rather
than stopping the synthesis at the required size, yet before all precursors
are consumed. Further comparison of the simulation and experimental syn-
thesis taught us the role of free fatty acids in the hot injection synthesis.
Careful analysis established a direct relation between the free acid con-
centration and the solubility of the monomers. Control over the free acid
concentration therefore yields a second way of tuning the diameter at full
yield. These results established two of many reaction chemistry/nanocrys-
tal property relations and offer a more profound understanding of the hot
injection synthesis method. This is needed as a tool to engineer the prop-
erties of QDs in smarter, more cost-effective and efficient way and will
result in a faster turn-around time of the methodological cycle of designing
a synthesis, optimizing the new material, characterizing its properties and
feeding the results back into the design phase.

Furthermore, we studied a new class of infrared emitting QDs, het-
erostructured PbSe/CdSe dot-in-dot and ran them through in-depth opti-
cal testing. We showed that the sizing curve and the absorption oscillator
strength remain unaltered by the addition of a CdSe shell to PbSe QDs.
However, the change in the local dielectric environment by the CdSe shell
makes the absorption coefficient at energies well above the band gap de-
pendent on the ratio between the shell volume and the total QD volume
Vshell/VQD. The spontaneous emission lifetime of highly luminescent Pb-
Se/CdSe QDs (QY ' 30−60%) is longer than their PbSe QD counterpart.
This is caused by a lower emission oscillator strength compared to PbSe
QDs. This reduction is more than likely due to an increased fine-structure
splitting of the 8-fold degenerate bulk band gap because of the addition of
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a CdSe shell.
With transient absorption spectroscopy we studied their intraband ab-

sorption after photoexcitation, which is forbidden in first order for bulk
semiconductors, but allowed in colloidal QDs. The intraband absorption
both in PbSe and PbSe/CdSe QDs contributes to the difficulty of achieving
transparency and gain in these QDs, yet below the band gap, in the energy
range between 1600 nm and 2200 nm, intraband absorption could be used
for zero-insertion loss optical modulators.

Finally we looked at the transient absorption signal around the band gap
as well. The Auger lifetime for PbSe/CdSe QDs is not prolonged by the ad-
dition of the CdSe shell. This shows that the spatial separation between the
electron and hole in these heterostructured QDs is insufficient to create sig-
nificant biexciton repulsion. We further explained the spectral shape of the
bleaching signal using a state-filling model which was extended to include
the effects of multi-exciton shifts and increased fine-structure splitting.

At last we developed, tested and simulated a platform technology for
embedding QDs in silicon nitride. We explored the theory of these mi-
crodisks and investigate the coupling of the active QDs to the resonator
using a QD-microdisk rate equation model. These highlight the conditions
needed to achieve lasing using these QDs. The main conclusion is that
pulsed lasing should be possible with the current materials, but only if a
sufficient number of QDs is coupled to the cavity resonance.

We designed and optimized a fabrication flow for hybrid QD-silicon
nitride photonic structures. The active microdisks were tested using several
techniques. Using a spatially and spectrally resolved photoluminescence
setup we were able to identify the optical modes in the microdisk and de-
termine scattering as the main photon loss mechanism. Finally, we showed
that the QDs couple very well to the whispering gallery modes of the res-
onators, yet that the loading conditions, the gain properties and the stability
of the QD-silicon nitride stack is insufficient to sustain QD-microdisk las-
ing at this point.

9.2 Perspective

While some dreams and ideas in this PhD research were deemed too hope-
ful or unrealistic, the answers to some of the puzzles we managed to solve
in this work sprouted many more new questions of their own.

Due to the dedication and hard work of a talented team, the combination
of experimental synthesis with synthesis modeling has been nothing short
of a success, which surely does not end with this text. The goal remains
to identify all of the reaction chemistry/nanocrystal property relations and
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be able to link them quantitatively to one or several parameters in the sim-
ulation model. In parallel the model itself also requires more work. The
implementation could be improved and the theoretical expression for nu-
cleation and growth could be further refined to include other unknown size-
dependent effects. Furthermore, the theoretical model could be extended to
include non-anisotropic growth, such as QRods and platelets. The ultimate
goal is to be able to design and predict the outcome of a synthesis. Auto-
mated synthesis systems could for example allow a more optimal form of
the monomer generation rate than zero, first or second order dynamics.

The study on the optical properties of PbSe/CdSe QDs was valuable.
In the mean while, most properties have been confirmed in PbS/CdS QDs
as well. Ongoing theoretical work also confirms the splitting of the fine-
structure we observed experimentally. From a practical point of view, these
heterostructured QDs are not adequate. The Auger recombination rate re-
mains unchanged and the cation exchange induces significant size broad-
ening. However, the lessons learned in these optical studies are bound to be
valuable in the ongoing characterization of new heterostructured and differ-
ently shaped materials. The most promising route at this point is to develop
and test doped colloidal QDs as they are able to offer a true four-level gain
material.

Finally, a platform technology, spanning a very large possible wave-
length range was developed and is ready to be used as a testbed for new
materials to come out of the chemistry labs. A few problems remain, such
as the fate of the ligands during silicon nitride deposition and the — prob-
ably related — issue of adhesion of the silicon nitride layer to the QDs.
As a next step, integration of access waveguides to the microdisk structures
should allow much easier characterization of their properties and more ef-
ficient optical pumping. Moreover, the demonstration of electrical field
induced LEDs2 using colloidal QDs should be followed up by our demon-
stration of electrically pumped colloidal QD microdisks, as both knowhow
and technology are already present.

As a closing argument, we may have focused too much on solving the
negative aspects of colloidal QD properties to see the opportunities of its
positive aspects. It is by now well established that gain in colloidal QDs
is very difficult to achieve, yet in the low pump regime of one exciton or
less, colloidal QDs are very efficient, tunable, stable and versatile emitters.
Focusing on engineering the coupling of this spontaneous emission (i.e. the
β factor) to optical circuits could allow the fabrication of very efficient, low
cost, broadband and tunable classical light sources, using colloidal QDs. As
this is a key component needed in gas- and biosensors for cheap and high-
volume lab-on-a-photonic-chip applications,3 we believe that this use of
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colloidal QDs together with integrated photonics provides the ideal hybrid
system to sustain a bright future for both research fields.
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A
Basic Properties of Colloidal QDs

A.1 PbS

Bulk Band Gap

Eg,bulk = 0.41 eV = 3024 nm

Sizing Curve

Eg(d) = 0.41 +
1

0.0252d2 + 0.283d

from Moreels et al. 1

Crystal Parameters

PbS has the rock salt crystal structure with 4 Pb and 4 S atoms per unit cell
and with the lattice constant:

a = 0.5936 nm

Dielectric Function

At 400 nm:
ε = 4.25 + 26.4i
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n = 3.96

k = 3.34

Well below the band gap of the QD, i.e. the electronic dielectric constant:

ε0 = 16.2

and the refractive index:
n0 = 4

For the exact spectral dependence, we refer to Moreels 2 .

Molar Extinction Coefficient

At 400 nm in C2Cl4:

ε400 nm = 0.0233d3 cm−1/µm

At the band gap, integrated — on an energy scale — over the first exciton
transition in C2Cl4:

εgap = 1.8d1.3 cm−1meV/µm

Absorption Coefficient

At 400 nm, in C2Cl4:

µ400 nm = 1.71× 105 cm−1

Local Field Factor

At the band gap, in C2Cl4:

|fLF |2 = 0.0725

Oscillator Strength of the Band Gap Transition

fif = 2.23d

A.2 PbSe

Bulk Band Gap

Eg,bulk = 0.278 eV = 4460 nm
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Sizing Curve

Eg(d) = 0.278 +
1

0.0156d2 + 0.209d+ 0.445
1

Crystal Parameters

PbSe has the rock salt crystal structure with 4 Pb and 4 Se atoms per unit
cell and with the lattice constant:

a = 0.61255 nm

Dielectric Function

At 400 nm:
ε = 10.66 + 20.53i

n = 2.50

k = 4.11

Well below the band gap of the QD, i.e. the electronic dielectric constant:

ε0 = 20.8

and the refractive index:
n0 = 4.6

For the exact spectral dependence, we refer to Moreels 2 .

Molar Extinction Coefficient

At 400 nm in C2Cl4:

ε400 nm = 0.0311d3 cm−1/µm

At the band gap, integrated — on an energy scale — over the first exciton
transition in C2Cl4:

εgap = 1.8d1.3 cm−1meV/µm

Absorption Coefficient

At 400 nm, in C2Cl4:

µ400 nm = 2.273× 105 cm−1
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Local Field Factor

At the band gap, in C2Cl4:

|fLF |2 = 0.0446

Oscillator Strength of the Band Gap Transition

fif = 3.35d

A.3 PbTe

Bulk Band Gap

Eg,bulk = 0.32 eV = 3875 nm

Sizing Curve

Eg(d) = 0.32 +
1

0.0341d2 + 1.03

from Murphy et al. 3 and own data.

Crystal Parameters

PbTe has the rock salt crystal structure with 4 Pb and 4 Te atoms per unit
cell and with the lattice constant:

a = 0.64606 nm

Dielectric Function

At 400 nm:
ε = −8.891 + 9.398i

n = 1.422

k = 3.304

Well below the band gap of the QD, i.e. the electronic dielectric constant:

ε0 = 33.3

and the refractive index:
n0 = 4.6

For the exact spectral dependence, we refer to Moreels 2 .
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Molar Extinction Coefficient

At 400 nm in C2Cl4:

ε400 nm = 0.0616d3 cm−1/µm

Absorption Coefficient

At 400 nm, in C2Cl4:

µ400 nm = 4.49× 105 cm−1

A.4 CdS

Bulk Band Gap

Eg,bulk = 2.41 eV = 514.46 nm

Crystal Parameters

CdS has the zinc blende crystal structure with 4 Cd and 4 S atoms per unit
cell and with the lattice constant:

a = 0.5833 nm

Note that it can also have the hexagonal wurtzite structure.

A.5 CdSe

Bulk Band Gap

Eg,bulk = 1.74 eV = 712.56 nm

Crystal Parameters

CdSe has the zinc blende crystal structure with 4 Cd and 4 Se atoms per
unit cell and with the lattice constant:

a = 0.6077 nm

Note that it can also have the hexagonal wurtzite structure.
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Dielectric Function

Well below the band gap of the QD, i.e. the electronic dielectric constant:

ε0 = 7.4529

and the refractive index:
n0 = 2.73

For the spectral dependence of bulk CdSe, we refer to Bass et al. 4 .

A.6 CdTe

Bulk Band Gap

Eg,bulk = 1.5 eV = 826.57 nm

Crystal Parameters

CdTe has the zinc blende crystal structure with 4 Cd and 4 Te atoms per
unit cell and with the lattice constant:

a = 0.64805 nm

Note that it can also have the hexagonal wurtzite structure.
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