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Abstract—Photonic Integrated Circuits are rapidly becoming
more reconfigurable using tunable waveguide elements, coming
closer to realizing ‘general purpose’ programmable waveguide
meshes. To utilize the full potential of such circuits, special software
routines need to be developed to determine the optical paths inside
the mesh. Right now, current methods either scale exponentially in
problem size or are severely lacking performance-wise, largely un-
able to find solutions, especially in recirculating waveguide meshes
with square or hexagonal unit cells. We present an algorithm that
computes an efficient configuration that correctly routes all given
signals. Whereas similar papers look at meshes containing 7 to
20 hexagonal cells, in this article, meshes of up to hundreds of
hexagonal cells are considered. We compare the results of our
algorithm to an earlier proposed algorithm and to an optimal
solution. Several parameters are introduced in the algorithm. These
are studied and an optimizer is implemented to determine effective
values for them.

Index Terms—Graph theory, optical routing, photonic
integrated circuits, programmable photonics.

I. INTRODUCTION

OVER the last decade, numerous advancements have
cleared a path for programmable photonics to advance

from a mere concept to a practical platform for new advance-
ments and applications, especially in neuromorphic computing
and machine learning [1]. The flow of light is controlled through
electronics and software in order to project a set of optical ports
at the input to a set of ports at the output. While this demonstrates
large-scale integration and programmability, most of these cir-
cuits are still very much application-specific photonic integrated
circuits (ASPIC). Like most other photonic integrated circuits
(PIC), these have to be custom designed and fabricated. In turn,
this leads to long design times and high development costs,
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Fig. 1. Programmable photonic circuits: (a) the circuit connects inputs, out-
puts, and functional blocks (modulators, detectors). (b) internally it has couplers
that can be put in different states. The topology can be feed-forward (c) or use
feedback rings, these can be organized and tiled in different shapes, e.g., squares
(d) or hexagons (a).

slowing down the exploration of novel optical applications [2].
As a result, general-purpose programmable photonic chips are
now touted as the next logical step in the development of PICs,
providing a chip where the flow of light can be arbitrarily pro-
grammed to perform a variety of functions, which can accelerate
prototyping and developments. The programmable flow of light
enables dynamic manipulation over the course of light and thus
a programmable control of the functionality of the circuit. The
most commonly used architecture is a mesh where light flows
in one direction [3] as seen in Fig. 1(c). A forward-only mesh
is easy to understand but does not completely utilize the full
potential of programmable photonics. Alternative architecture
tiles the chip with waveguides organized in triangular, square,
or hexagonal loops, the latter two can be seen in Fig. 1(a) and
(d). Here, light can be folded onto itself, creating resonances.
This enables the implementation of a broad range of different
wavelength filters. These meshes can also contain specialized
function blocks inside the mesh, with dedicated input and output
ports.

Right now, a popular and potent mesh topology uses hexag-
onal tiling, offering significant advantages over other regular
tiling [4], as an example, only a hexagonal mesh can implement
Sagnac loops. In this article, we consider only this architecture.
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However, the proposed algorithm does not depend on the exact
architecture, and can easily be used with other architectures.

The functionality of a waveguide mesh that offers recircula-
tion is twofold. Firstly, it provides the connections between all
possible pairs of ports, including the different high-performance
photonic blocks, essentially acting as an all-to-all switch. Sec-
ondly, it enables the synthesis of the aforementioned optical
filters inside the mesh, such as interferometers and ring res-
onators. This article only focuses on the first functionality, but
the proposed algorithm is left as much room as possible to allow
for an extension to the placement and synthesis of filters.

Given a set of signals with their source ports and correspond-
ing destination ports, the main problem is deciding the exact path
for every signal. These paths cannot share waveguides, severely
limiting what is physically possible. On smaller meshes, a path
for every signal can still be manually constructed. On larger
meshes, this becomes a challenging task to perform for humans.
A logical step is to use specialized routing algorithms. How-
ever, for photonic purposes, these algorithms are still largely
in their infancy. They either assume one-directional flow in
forward-only meshes [3], or focus on small-scale recirculating
meshes [5], [6]. Correctly modeling all constraints imposed by
the physics of light proves to be a real hurdle, which leads to
algorithms that do not manage to properly explore all possible
configurations.

We base our work on [5], [6], [7], focusing on meshes
that contain an order of magnitude more unit cells. While the
aforementioned papers look at meshes that consist of 7 to 20
hexagonal cells, in this article, meshes of hundreds of hexagonal
cells are considered. This article is an in-depth extension of [8].

Section II defines the problem and gives the relevant physical
constraints. We then translate this problem into a problem on
graphs. Section III provides a general overview of our algorithm.
Section IV gives a complexity analysis and Section V describes
the integer program that is used to obtain an optimal solution.
In Section VI, we briefly talk about the test data that is used.
Afterward, in Section VII, we gauge the quality of the results.
The results are compared to solutions produced by an algorithm
similar to [6] and an optimal solution, the latter being only
obtainable on smaller meshes. We justify design and parameter
choices by showing performance data in Section VIII. At last, in
Section IX, we summarize our work and give areas where future
work is possible.

II. PROBLEM STATEMENT

Firstly, a broad description of the problem is given with
the relevant physical constraints and optimization goal. Then,
the problem is reformulated to a problem on graphs, and an
equivalent way to realize the constraints is given. This second
formulation is the basis of the Automated Router with Optical
Resource Adaptation (Aurora) and ensures that it is fully com-
pliant with the constraints.

A commodity in a mesh is a source-target connection pair,
where light needs to flow from source to target. The main
problem of this article is the following: given a mesh consisting
of waveguides and couplers, and a set of commodities, find a

Fig. 2. (a) A hexagonal mesh consisting of waveguides (WG), couplers (CP),
and phase shifters (PS). (b) a set of interconnected couplers. (c) a coupler as a
graph.

way to connect each source with its target through a path for the
light in the mesh. A path can only change from one waveguide to
another by utilizing a coupler. Here, this acts as a switch as seen
in Fig. 1(b). Either it lets the light continue in the waveguides,
or it switches the light from one waveguide to the other, and
vice versa. This is called bar and cross mode respectively.
There is a third mode, coupling mode, but this is only relevant
if there are multiple targets per source, or for the realization
of other optical functions like wavelength filtering. Neither is
considered in this article. The specific design of couplers leads
to the following physical constraints. A path using a coupler
cannot make a U-turn in this coupler, nor can a coupler be used
in both bar and cross mode at the same time. The following
set of constraints is an equivalent way to capture the physical
restrictions.

1) U-turns are not allowed in couplers.
2) No waveguide can be used by two different paths.
3) A single path cannot use a waveguide twice
Now, graphs are a natural framework to tackle this problem.

Recently, new developments [5] have shown an interesting graph
representation of couplers, enabling an abstraction of physi-
cal constraints that aids algorithm design. Graphs have been
extensively studied and a rich field of algorithms can now be
leveraged. Fig. 2(c) shows this graph representation.

Logically, a coupler could be modeled by 4 vertices where
light enters and exists. Doing so proves cumbersome because
this creates paths in the graph that are not physically possible
(such as back-coupling light from one input to the other input).
This simple model does not represent the underlying problem
well. As a consequence, the routing algorithm would need to
take care of this, adding additional complexity.
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Instead, a directed graph is used. This type of graph has
directed edges, called arcs. Besides this, every vertex is separated
into an incoming vertex and an outgoing vertex, this immediately
disallows U-turns. See [5] for a more in-depth treatment. This
translation comes with drawbacks, as every waveguide and
coupler arm is now modeled by two arcs, each in one direction.
For every arc, there is a reverse arc that represents the same
waveguide or coupler arm, but going in the opposite direction. Of
the three earlier listed constraints, the second constraint, which
states that no waveguide can be used by two different paths is
thus not translated to “no arc can be used by two different paths”.
Instead, this becomes “no arc or its reverse arc can be used by
two different paths”. The third constraint is adapted similarly.
Notice that each node has either at most one incoming arc or
one outgoing arc.

Because of production imperfections, couplers differ in phys-
ical properties such as insertion loss and power consumption.
Waveguides have similar imperfections. To account for this, cou-
plers and waveguides are given a base weight connected to their
inherent physical properties. Since couplers and waveguides are
represented by arcs in a graph, every arc is given a base weight
corresponding to the characteristics of the physical structure it
represents. Weights are further explained in Section III-C.

The problem is now stated more rigorously as follows. Given
a weighted, directed graphG = (V,A) of vertices (or nodes) and
arcs, and a set of pairs of vertices, (s1, t1), . . . , (sn, tn) called
commodities, find a set S of paths {P1, . . . , Pn} = S, such that
Pi is a directed path from si to ti and that no arc is congested.

An arc a is congested in the following situations.
1) Two different paths use a
2) A path uses both a and its reverse arc
3) A path uses a and another path uses its reverse arc
If a path contains a congested arc, this path is said to have a

conflict or to be congested. This definition is slightly broader than
what one would normally consider congested in similar algo-
rithms, but a necessary adaptation nonetheless. If the congestion
definition was not extended with reverse arcs, there would be no
problem with one path using an arc and another path using the
reverse arc since these are distinct arcs. However, remember that
an arc and its reverse arc model the same physical waveguide,
thus violating the constraint that no waveguide can be used by
two different paths. A set of paths is a legal routing or a solution
to the problem instance if every source is connected to its target
by a conflict-free path. A problem instance is feasible if there
exists a solution.

The total weight of a solution S is equal to the sum of the
weights of the paths P in S. In turn, the weight of a path is the
sum of the weights ba of the arcs a in P .

Total weight of solution S =
∑

P∈S

∑

a∈P
ba.

Now, the problem is finding a solution where the total weight of
the solution is minimal, i.e., no other solution exists with a lower
total weight. Given two solutions, we call a solution better if it
has a lower total weight than the other solution. An example of a
problem instance and a legal routing is shown in Fig. 3. Here, on
the left of the figure, you can see 10 colored nodes and arrows,

Fig. 3. An example problem instance on the left and an optimal solution
regarding the total length of all paths on the right. There are ten colored nodes,
and of each color, there is a node with an outgoing and incoming colored arc.
These are the source and destination, respectively. The solution displays a path
for every commodity such that all physical constraints are respected.

with each color having one node with an outgoing arrow and one
with an incoming arrow. These represent the source and target
nodes respectively. The right figure displays a legal routing that
is optimal, in regard to the fact that every arc has a weight of 1.

III. THE ALGORITHM

We propose a negotiation-based algorithm, partially based
on Pathfinder [9] and additional improvements [10], [11], [12].
This is a logical choice, given the fact that modern routing
algorithms in electronic FPGA design tools are also based on
these principles [13]. Several modifications are incorporated,
some to take the physical constraints into account, and others
to improve performance. One example of such a modification
is the expanded definition of congestion, as mentioned in the
previous section.

A. Sequential Routing

A popular and straightforward way to tackle this problem
is with sequential routing [6]. This follows the principle that
one commodity is routed first along its shortest path. Then
the following commodity is routed but this path cannot use
the routing resources that are already used in the previous
commodity’s path. The path for the next commodity cannot use
the resources of the two paths that were routed before. This
continues until all commodities are routed, or until there does
not exist a path anymore between a source-target pair. When
there is a large number of commodities, the latter is quite likely.
This type of routing fails to account for the fact that certain
commodities could easily use an alternative path that does not
need crucial resources, whereas others cannot. As an example,
in Fig. 4, commodity A has as source As and as target At,
and commodity B has Bs and Bt. For this problem, the path
between the commodities can share nodes, but cannot share
edges. Neither commodity can have its shortest path, since that
would completely cut off the target of the other commodity, and
both commodities need to compromise.

If there are n commodities, then there are n! possible per-
mutations to route the commodities sequentially. Firstly, it is
infeasible to fully explore this search space even for n as small
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Fig. 4. The shortest path for commodity A is As −X − Y −At, indicated
by the arrows. However, this uses both edges (As,X) and (X,Y ). There is now
no longer a path for commodity B possible. The situation is analogous when B
is routed by its shortest path. Instead, both need to take a longer path.

as 15. Secondly, as was just shown, there might not even be a
solution that is obtainable in this way.

This motivates us to use an iterative routing algorithm that
does not route sequentially, but simultaneously. The main idea
of iterative simultaneous routing is that, in every iteration, all
commodities are routed independently of each other. Instead of
being disallowed to use certain routing resources that others use,
it is possible to temporarily share them. To decide which routing
resources the paths use, the algorithm is guided by continu-
ously changing weights that represent the artificial cost to use
these resources. These weights cause shared routing resources
to become increasingly more expensive. This discourages the
usage of heavily sought-after routing resources by making them
prohibitively expensive, causing commodities to use a cheaper
detour. Commodities that do not have another option will still
use these expensive routing resources.

If sequential routing finds a solution, that solution is often
fairly good. This stems from the fact that everything is routed
through the shortest path that is still possible, which generally
leads to short solutions. As will be explained in Section III-E, our
algorithm sometimes switches between sequential and simulta-
neous routing, but the majority of the time it uses simultaneous
routing.

B. Aurora: An Automated Router With Optical
Resource Adaption

We now give an overview of our algorithm, accompanied by
the pseudo-code in Fig. 5. Basic variables are initialized on line 1
to 3 such as the number of solutions sol it has found so far and
the current best solution best. Besides this, the variable paths
stores the current path for each commodity, starting with having
no path for each commodity. At first, a round of preprocessing
is conducted which slightly modifies all weights. This is further
explained in Section III-D.

Given a graph G and a set coms of commodities containing
the source and target nodes of the commodities, the first round
of routing is conducted (line 8) with Dijkstra’s algorithm [14].
This routing is based on the weights of the arcs. After the initial
round of routing, every commodity has now a least-weighted
path, independent of the other commodities.

The main loop starts. Firstly, if there are congested arcs, the
congestion weight of these arcs is updated (line 10). This is
further specified in Section III-C and in general, depends on

Fig. 5. Pseudo-code for the Automated Router with Optical Resource Adap-
tation (Aurora).

how many paths use this arc and how many iterations this arc
has been congested so far. Now, if there are any congested paths,
the algorithm rips up these paths and reroutes them (line 12–
14), with the routing now based on the updated weights. On
line 15, our algorithm avoids repeating the same configurations
too many times, as explained in Section III-E. Thus, if deemed
necessary, a round of sequential routing is then conducted with
all commodities that have conflicts. This sequential routing is
based on the weights that the arcs have at that time, but after
every commodity, the weights are immediately updated, instead
of only being updated after all the conflicted commodities are
rerouted.

If a solution is found, it is recorded (line 18). This event is
called a convergence. Note that if another solution has already
been found, the choice of which solution is kept is made based
on the lowest total base weight. Now there are two possibilities,
either the algorithm immediately returns the solution and termi-
nates, or it continues to search for better solutions, i.e., solutions
with a lower base weight. For the latter, the algorithm is said to
be multi-convergent. If this is the case, the congestion term of
the congestion weight of the arcs is reset to 0 (line 22), and a
cost-based rip-up is initiated (line 23). For this, only the base
weights are considered. For every commodity, the base cost of
their path in the solution is compared to the cheapest (in terms
of base weights) possible path for this commodity. All paths
that are a certain percentage more expensive than their cheapest
possible path are artificially marked as congested so that they
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are rerouted when the next iteration starts. See Section VIII-C
for an exact description. The congestion reset ensures that these
more expensive paths will try to take better routes than the route
they had in the last solution while a complete restart is avoided
in order to keep the good parts of the previous solution. This
continues until a certain number of iterations has passed or a
fixed number max_solutions of solutions are found (line 20).
When this happens, the algorithm either returns the best solution
it found or reports that it has failed to find a solution. This failure
is an indication that there might not be a solution at all, but not
a guarantee. In Section VIII-E, we study a good choice for this
maximum number of iterations.

C. Weights

A major difference from Pathfinder is the fact that we give
weights to the arcs, instead of the vertices. This enables us
to model more directly the intrinsic differences of waveguides
and couplers, such as insertion loss (IL), power consumption
(PC), and basic unit length (BUL). Every arc a has a base
weight ba which is a linear combination of these three proper-
ties, ba = c1 · ILa + c2 · BULa + c3 · PCa, where c1, c2, c3 are
scaling coefficients which can be chosen according to need. For
simplicity’s sake and without loss of generality, in this article,
we only focus on the basic unit length and assume that all arcs
have a BUL of exactly 1. Thus we put c2 = 1 and c1 = c3 = 0,
hence the base weight of every arc is 1. Since the base weight of
every arc is the same as its length, we minimize the total length
of the solution. The total length of a solution is the sum of the
lengths of the arcs in the paths of that solution. From here, when
we describe a solution as being longer than other solutions, we
mean that it has a higher total base weight compared to these
other solutions. Given solution a with a total length of 204 and
solution b with a total length of 200, solution a is said to be 2%
longer than solution b. In general, if la is the total length of a and
lb the total length of b, then la−lb

lb
calculates how much longer

solution a is than solution b. Negative numbers imply that a is
shorter instead.

The congestion weight wa of an arc a is now the following:

wa = (ba + εa + ha ·HI) · (pa + 1).

Here ba is the base weight. εa is either 0 or a small value ε,
depending on preprocessing, see Section III-D. ha keeps track
of the number of iterations that this arc was congested before,
whereas HI is a constant called history increase. Different
values for the history increase lead to varying performance
which we study in Section VIII-B. ha starts at 0 and increases
by one for each iteration this arc or its reverse arc is congested.
This makes the arc progressively more expensive and paths will
avoid arcs that are often congested. Instead, they will choose
detours.

For every path, pa is the number of other paths that used this
arc or its reverse arc in the previous iteration. The exact definition
of pa is motivated by the following observation. Firstly, when an
arc is heavily congested and used by many paths, it immediately
becomes more expensive, causing commodities to change their

path the next round. Besides this, it discourages other commodi-
ties to use this arc in the next round. We specifically add “+1”
in pa + 1 because otherwise, all unused arcs would cost 0. All
congested paths would always want to use unused arcs, causing
many commodities to completely change their path, irrelevant
of how much worse this new path is. Now pa is taken as the
number of other paths using this arc or reverse arc, noticeably
not counting the current path for which we are calculating the
weights. This follows similar reasoning. If we took all paths
into account, then a commodity would make its own path more
expensive as well. If there is any congestion on that path, it will
completely reroute and avoid the arcs that it uses in the previous
iteration, even though many of these might not be used by any
other path.

D. Preprocessing

Right now, the mesh architectures under investigation often
have many equal-cost least-weighted paths between two ver-
tices. The algorithm makes use of this property by calculating
all the least-weighted paths between a sink and its corresponding
target of a commodity. If two least-weighted paths between
two different source-target pairs use the same arc or reverse
arc, the cost of that arc is slightly increased by a value ε. If
a commodity has many least-weighted paths, it will prefer the
path that has no arcs shared with a least-weighted path of another
commodity.

E. Configuration Repetition Avoidance

The algorithm sometimes gets stuck, where one iteration it
suggests routingR1, the next iterationR2 and it keeps alternating
between these two. On one problem instance, a cycle of 4
configurations involving 3 different paths was found. Seemingly
this does not appear often, but enough to warrant a modification
that helps the algorithm avoid useless iterations consisting of
exploring the same sequence of configurations over and over
again. It is even vital to combat this issue, otherwise, on certain
problem instances, no solution is found at all. Various schemes
to resolve this issue have been tested, but the performance data
favors a basic rule in the end. After a fixed number of iterations,
one round of sequential routing is conducted in random order.
Schemes that try to detect when configuration repetition is
happening were outperformed both in time and solution quality
by this rule.

F. Cost-Based Rip-Up

Once a solution is found, the algorithm does not terminate.
Instead, it resets the congestion history term ha and looks at the
base weight of the paths. Paths that are R% more expensive than
their cheapest possible path are artificially marked as conflicted.
Now the algorithm restarts by immediately ripping up these
paths and the history increase is scaled as well by a factor v. This
continues until a maximum number of solutions, max_solutions,
is reached. We investigate the exact values for these parameters
in Section VIII-C.
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TABLE I
COMPLEXITY ANALYSIS

IV. COMPLEXITY

In this section, the complexity of the algorithm is studied.
This analysis comes with the caveat that a large part of the total
time complexity is hidden by constants and that the “difficulty”
of the problem instance has a large influence on the total time
needed. This is expected because this algorithm is a heuristic for
an NP-hard problem [15] which makes it generally hard to give
meaningful complexity analysis.

We characterize the complexity in two ways, firstly for general
graphs, and in terms of the number of edges |E|, vertices |V |,
and commodities |C|. And secondly, for the specific hexagonal
tiling that we use, which is in terms of the radius r and the
number of commodities |C|. Our implementation of Dijkstra’s
algorithm has a time complexity of O(|E|+ |V | log |V |). Now,
in the graph we use, for every node, the sum of the indegree and
outdegree is at most 3, and |E| ≤ 3|V |, thus this time complexity
simplifies to O(|V | log |V |). The number of nodes is a multiple
of the number of hexagons which, in turn, scales quadratically
with the radius r. This gives us a complexity O(r2 log r) for
Dijkstra’s algorithm, which is part of the main loop. Dijkstra’s
algorithm is called at most once1 for every commodity in the
main loop. This happens only for commodities that have a
conflict. Hence, the complexity becomes O(|C|r2 log r). As
discussed in Section VIII-E, the maximum number of iterations
of the main loop is a multiple of the number of commodities and
thus a total complexity of O(|C|2r2 log r). See Table I for the
description in terms of |E| and |V |.

V. INTEGER PROGRAM FOR AN OPTIMAL SOLUTION

We describe the integer program that we utilize to obtain an
optimal solution. This integer program is strongly dependent
on the graph representation that is used. As mentioned before,
every arc a has an opposite arc, aop. Now we introduce variables
xca ∈ B for every commodity c and every arc a, indicating that
the path for this commodity uses this arc. A commodity c has
a vertex cs and cd denoting the source and destination of that
commodity. The set of all commodities is denoted by C and the
set of all arcs by A. We use the set of all vertices V and let V ∗(c)
be the set of all vertices, without the source and destination of c,
thus V ∗(c) := V \ {cs, cd}. Let δ−(v) be the set of all incoming
arcs of a vertex v, and δ+(v) be the set of all outgoing arcs. The
integer program now becomes the following:

Minimize
∑

c∈C

∑

a∈A
baxca.

1Technically twice, because it can be called again in the sequential routing,
however, this only happens a fixed number of times. This does not change the
time complexity analysis.

Subject to
∑

a∈δ−(n)
xca =

∑

a∈δ+(n)

xca, ∀c ∈ C,

∀n ∈ V ∗(c),
∑

c∈C
xca + xcaop ≤ 1, ∀a ∈ A.

The objective function is as stated before, to minimize the total
base weight of the used arcs. The first constraint is Kirchhoff’s
law which makes sure that in every vertex, if a path enters the
vertex, it also leaves the vertex, except in the case that this is
the source or destination vertex for this commodity. The second
constraint states that for every arc, at most one commodity can
use this arc or its reverse arc.

For every commodity c, the following 4 constraints are also
added. This ensures that there is a path starting in the source cs
and going to the destination cd.

∑

a∈δ−(cs)
xca = 0,

∑

a∈δ+(cs)

xca = 1,

∑

a∈δ+(cd)

xca = 0,

∑

a∈δ−(cd)
xca = 1. (1)

Note that this fully captures the definition of congestion,
proposed in Section II. This integer program completely rep-
resents the problem, but largely because of the underlying graph
representation. To give an example of this dependence, we do
not need to specify that a path cannot pass through the source
of another commodity. This follows from the fact that a source
node is always chosen to have exactly one outgoing arc, and thus
that arc has to be used for the path of that commodity.

VI. TEST SETS

We use multiple test sets to benchmark our algorithm. One
test set consists of multiple related problem instances with the
same radius r, which is first explained. A mesh of radius r
has 1 + 3r(r + 1) hexagonal cells. One single hexagonal cell
is considered a mesh of radius r = 0. In Fig. 3, a mesh of radius
r = 1 can be seen. Most test sets are on a mesh of radius r = 8,
which consists of 217 hexagons. This radius is chosen because
it is the largest on which optimal solutions can still be found
systematically. For every problem instance in a test set, it is
exactly known if it is feasible or not. If it is feasible, the optimal
solution is also known. This is realized by the integer program
described in Section V.

Now, every test set is based on a radius r and a list of
commodity candidates (s1, t1), . . . , (sn, tn). The first problem
instance,P1, consists of routing the first commodity (s1, t1) on a
mesh of radius r. The second problem instance,P2, is routing the
first and second commodity (s1, t1), (s2, t2). Now at a certain
index m, it is possible to route commodity 1 through m, but
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routing commodity 1 through m+ 1 is infeasible. Remember,
this infeasibility is shown by an integer program and thus proven
infeasibility. Then, commodity m+ 1 is not included in the next
problem instance, and the next commodity is added instead.
If this is feasible, problem instance Pm+1 becomes routing
(s1, t1), . . . , (sm, tm), (sm+2, tm+2). If this is again infeasible,
the process repeats itself and the next commodity is tried. This
gives a chain of related problem instances, where each problem
instance is more difficult than the previous one. Another advan-
tage is that the problem instances are ‘randomly’ generated. In
a solution of the last problem instance of a test set, the mesh is
often quite full, with little space for more commodities. We say
that the mesh is densely used then. As a consequence of this way
of generating problem instances, the number of commodities can
differ between problem instances, and having more commodities
does not necessarily mean that a problem instance is more
difficult. Nor that it is more densely used. Instead, there might be
a couple of commodities where the source and target are located
close to each other. This is often easier to route than when the
commodities are always located far away from each other and
many paths cross each other. The list of commodity candidates is
generated with the sources and destinations randomly distributed
through the mesh, but an emphasis is put on populating the outer
layers of the mesh, simulating the functionality of the mesh as
a switch box.

VII. COMPARISON OF AURORA TO SEQUENTIAL ROUTING AND

AN OPTIMAL SOLUTION

Here, we look at the performance of the algorithm, Aurora,
with optimized parameter values. To avoid the fact that the
parameters are overfitted to the problem instances that are used
to obtain the parameters, there are two sets of test sets. One on
which the optimized parameter values are obtained, and another,
larger one. All plots here are created from the performance of
Aurora on the second set of test sets, thus ensuring that the
parameters are not specifically adapted to the exact test sets that
were used to obtain the parameter values. The optimizer and the
exact parameter values are described and studied in the section
after this one, Section VIII.

We compare Aurora to a sequential routing algorithm, as
described in [6]. To improve the results of this algorithm, instead
of only trying one order, 50 random orders are tried, and the best
result is kept. As shown in Fig. 6, sequential routing fails on some
smaller instances and on almost all medium and larger instances.
This is not unsurprising as explained in Section III-A. Depending
on the exact location of commodities, it might not be possible
that a solution can be found, and the possible number of different
orders to try grows very quickly. However, this does not make it
impossible, but rather unlikely. For example, sequential routing
finds a solution at 21 and 22 commodities a couple of times.
This explains the fluctuations in the number of unsolved feasible
instances. In comparison, Aurora manages to solve 100% of
the feasible problem instances, thus outperforming sequential
routing by a wide margin when considering the number of solved
instances. If we only look at the subset of problem instances that
sequential routing can solve, its performance is similar to Aurora

Fig. 6. Percentage of unsolved feasible instances of sequential routing over
all test sets with radius r = 8 by the number of commodities.

Fig. 7. A comparison of sequential routing versus Aurora on all instances
for which sequential routing found a solution. They perform similarly for a
small number of commodities, but this degrades quickly with a rising number
of commodities.

on smaller instances. On the few larger instances that it manages
to solve, it has around 2–5% longer path results than Aurora,
see Fig. 7. In Fig. 8, the time needed for Aurora and sequential
routing is compared on the instances where sequential routing
finds a solution. Towards the higher number of commodities, this
happens only on a few instances. Aurora is much faster on the
entire range. Sequential routing only finds solutions on “easier”
problems with few commodities for the size of the mesh, hence
Aurora quickly finds solutions here as well.

Looking at the general performance of Aurora in Fig. 9, on
average, it stays well within 2% of the optimal length. Even at the
ninety-fifth percentile, the solutions are at most 4% longer than
optimal. The time needed for Aurora in comparison to an integer
program can be seen in Fig. 10 where Google OR-tools [16] is
used as the solver. Here we can see that Aurora scales signif-
icantly better, unsurprisingly given the exponential nature of a
solver for integer programs. We can see that it is several orders
of magnitude faster, which only becomes more apparent with
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Fig. 8. Average time needed of Aurora and sequential routing on all feasible
problem instances where sequential routing finds a solution. Sequential routing
barely finds solutions towards the higher number of commodities, hence the
jagged line towards the end.

Fig. 9. Performance of Aurora with parameter values according to differen-
tial evolution, see Section VIII. History increase: 0.053, ε: 0.335, maximum
convergence: 6, rip-up: 17.5%, history reduction: -0.27 (Lower is better.).

Fig. 10. Time comparison of an integer program and Aurora on 3 test sets.
Other test sets paint a similar picture. We have plotted single test sets because
of the large variation in the time needed between test sets.

Fig. 11. Number of commodities versus the time needed on a mesh of radius
r = 13.

larger mesh radii and more commodities. For radius r = 8, the
integer program solver often needs multiple hours to days to find
all solutions to the problem instances of one test set. For higher
radii, this is increased by another order of magnitude. Lastly, we
look at the time needed on a mesh of a larger radius as can be
seen in Fig. 11. The radius here is r = 13 and the mesh contains
546 hexagons. Besides a spike at 43 commodities, the algorithm
quickly finds a solution to all 48 problem instances in less than
50 seconds.

VIII. PARAMETER TUNING

A. Performance Metrics

In this section, we study more extensively the effect of pa-
rameter values and elaborate on how we optimize the parameter
values. In this article, we limit our scope to meshes that are based
on hexagons. However, this limitation is not used anywhere
in the algorithm. The mesh’s exact topology might impact the
optimal parameter values, but then these values can again be
found by the parameter tuning in this chapter. We do not expect
the effect of parameters such as history increase and restart to
change drastically.

The quality of a specific parameter setting is measured by 3
key factors. These are listed in order of importance.

1) Number of feasible problem instances solved
2) Percentage longer than the optimal length
3) Time
To explore the parameter space smartly, we use differential

evolution as described in [17]. Differential evolution spreads
agents in the parameter space, and each agent represents a
specific choice for every parameter. These agents then explore
the space by choosing to either keep their own values or change
to a linear combination of the parameter values of other agents.
Differential evolution was chosen for its simplicity in design and
the convincing performance as mentioned in [17]. We use the
recommended hyperparameter settings but limited the number of
agents to 10 and the number of differential evolution iterations to
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8. This is a low number of agents and iterations and is chosen to
reduce computation time. Besides this, as seen in various plots,
there is a degree of randomness in the result for each parameter
value. There is little reason to try to find if the optimal value for
a parameter is 0.338 or 0.339 since this is more depending on
the exact problem instances we use to run differential evolution
on. We are more interested in general trends and good parameter
ranges, which we study here. The overall data used for the plots
that follow are taken from the data gathered during differential
evolution.

There are several parameters we study. These are history
increase (Section III-C), history vary (Section III-F), ε (Sec-
tion III-D), rip-up percentage and the maximum number of
convergences (Section III-F). Given a value for these, Aurora
runs on test sets each comprising several problem instances. We
then get the results produced by this version of the algorithm on
one test set and the fitness is calculated. This fitness is computed
with the following fitness function f : if u is the number of
unsolved feasible problem instances, lopt the sum of the optimal
lengths of all the problem instances in one test set, and lsol the
sum of the solution lengths in that test set:

f(u, lopt, lsol) = 10 · u+ 100 · lsol − lopt

lopt
.

Note that for this fitness function, lower is better, with fitness of
0 meaning optimal. This convention is chosen to agree with
the literature on differential evolution. This fitness function
largely focuses on solving all instances, and then afterward on
finding solutions close to optimal. We investigate the effect of
the parameters on the runtime, but it is not one of the objectives
we explicitly minimize for.

B. General Trends for History Increase

We extensively compare different parameter choices and their
effect on performance. Firstly, we look at the effect of history
increase. For history increase, we studied values ranging from
0.01 to 1. This coincides with being 1% to 100% of the base
weight of an arc. A couple of general trends are clear. Too small
of a value often leads to the algorithm not finding a solution as
seen in Fig. 12. It runs out of iterations since too little happens
with each iteration. For most values of history increase, there
are some unsolved feasible instances, indicating that a single
value for history increase might not be preferable. Fig. 13 is a
plot of how much longer the solution is than the optimal value
in function of history increase. An abundantly clear trend can
be seen, a higher history increase leads to longer and thus worse
solutions.

Secondly, we look at the effect of history increase on time.
Different test sets have a varying number of problem instances
and a different number of commodities for each problem in-
stance. Thus to have an insightful comparison, it is necessary to
normalize the time of each test set. Given a test set T , a specific
choice of parameter values psp and the set of all parameter values
P , the normalized time for the parameter choice psp on T is:

normalized time(T, psp) =
time(T, psp)

minp∈P time(T, p)
. (2)

Fig. 12. Number of unsolved feasible instances, one dot represents a result
on a test set, and every test set contains between 25 and 35 problem instances.
(More unsolved instances is worse.).

Fig. 13. Percentage longer than the optimal length versus history increase,
every dot represents one run of the algorithm for a fixed parameter choice on a
fixed test set. (Longer is worse.).

The normalized time expresses how much longer this parameter
choice needed in comparison to the shortest time needed for this
test set. For example, a value of 2 indicates that this parameter
choice needs twice as long as the fastest parameter choice on
the same test set.

When plotting the normalized time versus history increase as
seen in Fig. 14, it is striking that small values have high running
times. This agrees with the earlier observation that too small of
a value for history increase leads to either not finding solutions
or only finding them after many iterations. This leads to high
runtimes. Then a less clear trend emerges, where the fastest time
seems to occur for values of history increase going from 0.17 to
0.47. Values outside this range seem undesirable timing-wise.

If we look at both solution quality and time, we can see that
there is a trade-off. Small values (0.02-0.10) for history increase
give high-quality solutions but at the cost of high runtimes. Vice
versa, higher values (0.10-0.47) result in faster solutions and a
loss of solution quality.
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Fig. 14. Normalized time versus history increase, different markers indicate
different test sets. Time is normalized per test set, see (2).

Fig. 15. Performance of single-convergence with parameter values according
to differential evolution. History increase: 0.053, ε: 0.335. Note that, whereas
this is similar to Fig. 9, their multi-convergence performance is shown.

Now, we use the tuned parameter value of history increase
from differential evolution and plot the total performance on all
test sets that have optimal solutions. This is the performance of
single-convergence. A solution is found for all of the approx-
imately 450 different feasible problems. The resulting perfor-
mance is plotted in Fig. 15. Above 30 commodities, there aren’t
many test sets where an optimal solution can be found within
reasonable time, hence the narrowing 5 to 95 percentile band.
A solid performance is shown, with an average performance
that stays below 3%. Looking at the time needed to get these
solutions, our algorithm scales a lot better than the exponential
scaling of the integer linear program, as shown in Fig. 16.

C. Effects of Cost-Based Rip-Up

We now look towards multi-convergence. After one solution
is found, the algorithm does not terminate. Instead, it rips up
certain paths and resets all congestion. Two parameters are an
obvious choice to tune for this restart: at which percentage R%
does the algorithm rip up and how many timesn does it look for a
solution? We calln the maximum convergence number. Looking
at the previous section, we want to tune the history increase HI

Fig. 16. Time comparison of an integer linear program solver to a single
convergence of Aurora on different test sets. Similar to Fig. 10, but towards the
higher number of commodities, the time needed is even lower by an order of
magnitude.

Fig. 17. A downward trend can be seen between rip-up value and fitness with
12% to 18% giving good values. (Lower fitness is better.).

and introduce a fourth parameter. It seems logical to slightly
scale the history increase by a value v after each solution.

The effect of multi-convergence is now the following: after
one solution is found, the algorithm restarts by ripping up all
paths that are R% longer than their shortest path in the mesh.
It changes the history increase HI to v ·HI and does this until
n solutions are found. The first time HI is used, after the first
solution v ·HI , after the second solution v2 ·HI , etc.

Firstly, we look at the rip-up value. The idea of ripping some
parts up, but not all, is that the previous solution contains good
parts and bad parts. The good parts consist of paths that are
optimal or close to optimal, whereas the bad parts can still be
improved. As seen in Figs. 17 and 18, choosing a rip-up value
that is too low both causes worse fitness and greater time usage.
A value of around 15% gives the most consistent performance.

Restarting has a clear effect on performance, and also the
number of times matters. As seen in Fig. 19. Restarting only
once already improves fitness on average by 33%. Restarting
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Fig. 18. Rip-up value versus normalized time. No clear trend emerges here,
but a value of 0%, which means ripping up everything, seems to be undesirable.
Time is normalized per test set, see (2).

Fig. 19. Effect of the number of restarts on fitness. Restarting more is better
but with diminishing returns.

more keeps improving fitness but with diminishing returns.
Differential evolution ended with a maximum convergence value
of 6, thus for the allotted number of iterations, there is no
meaningful value in restarting more than 6 times.

D. Preprocessing Effects

Preprocessing changes the initial weights by a small value ε,
see Section III-D. This stimulates paths to not use the short-
est paths that share edges with the shortest paths of other
commodities.

The effect of preprocessing seems to be less outspoken,
however, whereas only a fourth of all runs are on a test set
without preprocessing, it does account for a third of all situations
where not all feasible instances were solved. Besides this, there
are noticeably more unsolved instances when not using prepro-
cessing. As depicted in Table II, using preprocessing reduces
the chance of not finding a solution by around 25%. Not using

TABLE II
NUMBER OF TEST SETS WHERE AT LEAST ONE FEASIBLE PROBLEM INSTANCE

REMAINS UNSOLVED

Fig. 20. All test sets and the number of unsolved problem instances mapped
out by value for ε. The left box is all test sets where no preprocessing was done,
a noticeably higher number of instances remains unsolved.

preprocessing not only increases the chance of not finding a
solution to a problem instance in a test set, but it also increases
the number of problem instances it did not find a solution for in
a single test set, see Fig. 20.

E. Number of Iterations

The maximum number of iterations is an important parameter
to tune. With the current fitness function, a higher value for the
number of iterations is always better. More iterations can only
improve the number of feasible instances solved and the quality
of solutions. Because of this, a second goal is put forward that
the maximum number of iterations should strive for. This should
be an estimation by which the algorithm should have found a
solution. If it does not find a solution by then, the algorithm
concludes that no solution exists. This estimation will depend on
the number of commodities. Fig. 21 plots the maximum number
of iterations the algorithm needs over all problem instances by
the number of commodities. Here, at most, 65 iterations are
needed per commodity. This peak of 1618 iterations is reached
for one problem instance with 25 commodities. This motivates
the following rule: if there are n commodities and Aurora has
not found a solution after 80 · n iterations, it halts. This rule
should provide a high enough safety margin to find a solution
while being proactive in deciding when there is no solution. If
Aurora finds a solution, then the maximum number of iterations
is increased by 50%, giving it plenty of time to improve its results
through multi-convergence.
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Fig. 21. The maximum number of iterations that is needed to find a solution
by number of commodities over all problem instances.

IX. CONCLUSION

We have demonstrated a high-performance routing algorithm
specifically adapted to the unique topology of photonic in-
tegrated circuits. Aurora produces close-to-optimal results in
reasonable time and does this so consistently over a wide variety
of different problem instances. On average, the results are within
2% of the optimal solution and it finds these several orders of
magnitude faster than an integer linear program solver. Starting
from hexagonal meshes with radius r = 8, the runtime of these
solvers easily goes up to hours. On higher radii, it is infeasible to
expect results in reasonable time on normal hardware, whereas
Aurora still produces good solutions within seconds to minutes.
The effect of the different parameter choices was studied and
more interesting values were highlighted. We implemented an
optimizer to attain good parameter values and validated the
obtained parameter values on a wide variety of test sets.

There are still some aspects where future work can be done.
Right now, the algorithm only terminates once it reaches the
maximum number of iterations. However, by analyzing the
progress of the algorithm, for example, in terms of available
routing resources and current iteration, it might be possible to
detect early if there is no feasible solution. This could greatly
reduce runtime on unroutable problem instances.

Couplers also have a coupling mode, meaning that they can
split the light over both waveguides. This allows for single-
source multi-target commodities. The proposed algorithm is
designed to be fairly easily adaptable to accommodate this
problem, but further research would be required to devise a
strategy to properly implement this.
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