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ABSTRACT:  In the development of 
hardware compatible and biologically 
plausible  platforms,  significant 
challenges  emerge  from  the 
complexities  of  fully  characterizing 
network  states  and  programming 
network  parameters.  These  hurdles 
hinder the application of conventional 
machine learning techniques, such as 
backpropagation [1,2].
To  circumvent  these  problems,  we 
propose a photonic integrated neural 
network,  shown  in  figure  1,  that  is 
compact  and  easy  to  fabricate, 
consisting  of  silicon  microring 
resonators interconnected by straight 
waveguides and linked to multiple input and output optical ports, similarly as in [3]. Notably, 
with only a few milliwatts of  on-chip input  power,  this  architecture exhibits  rich recurrent 
nonlinear dynamics and both short- and long-term plasticity, due to the nonlinear effect of  
silicon based on free carriers and temperature [4-6]. Furthermore, our system benefits from 
the parallelism given by Wavelength Division Multiplexing.
As a proof of concept, the MRR network is employed for handwritten digits classification 
(MNIST dataset [7]).  In particular, the images are encoded into a time dependent signal, 
which is used to modulate a laser with a given power and wavelength (around 1550 nm). The 
resulting optical signal is injected into the left port of our integrated network, as shown in 
figure 1. Multiple nonlinear representations are measured at different physical output ports, 
on  the  right.  Exploiting  this  microresonator  matrix  as  a  reservoir  computer  and  linearly 
combining two or more nonlinear representations leads to improvements in the classification 
accuracy of the handwritten digits compared to the linear baseline case, corroborating the 
effectiveness of the proposed neuromorphic hardware.
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Figure 1: Processing of handwritten digits by an integrated 
photonic ANN. Images are flattened and inserted as an 
optical time series into the MRR matrix, which produces 
several nonlinear representations of the input, depending on 
the output physical port.


