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Abstract—In the rapidly evolving domain of Photonic Inte-
grated Circuits, reconfigurability is making strides through tunable
waveguide elements, facilitating ‘general-purpose’ programmable
waveguide grids. Routing in modern programmable photonic net-
works is challenging due to the numerous possibilities that exist
for assigning photonic circuits in the grid. Especially the neces-
sary scaling to devices with many more photonic elements calls
for more advanced routing heuristics. We can leverage on the
existing routers for electronic reconfigurable systems (FPGAs),
such as the PathFinder. However, it is crucial to connect network
elements while adhering to optical signals’ physical restrictions.
This complexity requires careful planning for smooth, error-free
connections in the network infrastructure. This paper proposes a
novel algorithm addressing routing challenges in programmable
photonic circuits, specifically multicasting (single-source-multiple-
sink) scenarios. Efficiently conserving the overall utilized routing
resources stands as a crucial objective in programmable photonics
routing. Our algorithm adeptly tackles multicasting routing prob-
lems with a particular focus on shortest pathlength multicasting
routing. In contrast to the PathFinder, our algorithm demonstrates
notable performance in optimization speed and the utilization of
routing resources.

Index Terms—Electronic photonic design automation, routing,
programmable photonics.

I. INTRODUCTION

IN RECENT decades, the field of silicon photonics and pho-
tonics integrated circuits (PICs) has experienced rapid ad-

vancements, paving the way for the realization of programmable
photonic circuits through components such as tunable couplers,
phase shifters and others... [1], [2]. These circuits will be more
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Fig. 1. Programmable photonic circuits [9]: (a) the circuit is composed of
basic units and connects inputs, outputs, and functional blocks (modulators,
detectors). (b) Internally it has couplers that can be put in different states. The
topology can be feed-forward (c) or use feedback rings, these can be organized
and tiled in different shapes, e.g. hexagons (a) or squares (d) and triangles (e).

general-purpose than today’s application-specific PICs (AS-
PICs). Such programmable photonic circuits are illustrated in
Fig. 1. The 2× 2 tunable coupler is the key component that
enables reconfigurability, which is analogous to the switching
blocks and connection blocks in field-programmable gate ar-
rays (FPGAs). In contrast to switching blocks, these tunable
couplers can also be used as photonic elements like resonators
when using feedback rings. This component can enable three
connection states: the bar state (no coupling), the cross state
(full coupling), or the partial coupling state. Nowadays there
are two groups of architectures commonly in use. The first
one is the forward-only mesh [3] shown in Fig. 1(c), which
facilitates the calculation of the transfer matrix for signals driven
from one side (inputs) towards the opposite side (outputs). The
alternative one is the recirculating mesh that tiles the same
polygon unit and encompasses various topologies (hexagons [4]
and squares [5] and triangular [6]) exhibited in Fig. 1(a)–(e).
Koh [7] demonstrated that the hexagonal mesh is more efficient
than the rectilinear and triangular meshes regarding wire length
and congestion in VLSI routing architectures. This routing ben-
efit also fits programmable photonic architectures [8]. In this
article, our attention is devoted exclusively to the recirculating
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hexagonal mesh. With the same physical restrictions in place, the
routing algorithm can be adapted to other models with minimal
adjustments.

With the advancement of PIC technologies, the integration
of programmable photonic circuits will enable more light paths
within the circuit. But compared to the mature ecosystem of
FPGAs, the development of computer-aided design tools for
programmable photonics is still in its infancy. Our work was
inspired by state-of-the-art FPGA routers. We focus on adopting
the connection-based router (CRoute) [10], [11] to adhere to
the hexagonal grid programmable photonic circuits’ physical
restrictions and improve the scalability and efficiency.

The remainder of this paper is organized as follows: The
problem definition and the constructed hexagonal grid graph are
given in Section II. Section III introduces existing optical routers
and some multicasting routing theories and concepts. In section
III-C, we consider the well-known FPGA routers and borrow
their innovations. This leads to our connection-based router
for programmable photonics hexagonal grid which is detailed
introduced in Section IV. Section V covers the measurements
and results, starting with the generation of synthetic benchmarks
and the tuning of parameters in order to perform a comparison
of runtime and resource usage. We substantiate the superior
time-saving and resource utilization advantages of our router
through generated benchmarks. Finally, Section VI states the
conclusion and potential for future research.

II. PROBLEM DEFINITION

We first clarify the routing requirements for programmable
photonic circuits, including physical restrictions. Optical signal
paths are distinct from the common electrical signals on the chip
and exhibit unique properties. Additionally, the tunable coupler
serves as a unique device within the routing process. Therefore,
a customized model needs to be developed, and specific rules
must be established to adhere to the physical restrictions.

A. Physical Restrictions

a) No Loop Condition: Avoiding loops (closed paths) in the
circuit is essential to prevent undesirable interference effects, in
line with the routing requirements.

b) Avoid Opposite Edges: Each photonic connection (or edge)
has a certain directionality. That means light can only propagate
in one direction along the waveguide during routing. Hence, an
edge can’t be used in the opposite direction to its defined direc-
tion, this restriction is known as avoiding using the “opposite”
edge except for measuring the reflection.

c) Path Length Constraints: In certain applications like optical
true time delay (OTTD) for beamforming networks, and some
optical components like Mach-Zehnder interferometer (MZI),
the pathlength plays a critical role in functionality. Each routed
path must meet the precise desired pathlength requirements to
ensure correct operation. However, this constraint is not yet
addressed in this article.

d) Not in Phase: During the routing process of a net, variations
in pathlength can lead to undesired interference, effectively per-
forming as an unintended Mach-Zehnder interferometer (MZI).
This interference results from the time delay difference between

Fig. 2. Hexagonal circuit with radius r = 1 consists of components: char-
acterized as a directed graph where (b) a unit is shown and (c) three states
interpretation of the 2× 2 tunable coupler

different paths, which causes the light waves to be out of
phase.

B. Grid

Relying on the brief restrictions listed above, the model and
rules were interpreted in Fig. 2. Here, the radius r, indicating the
scale of the hexagonal mesh, is set to 1 for the circuit shown in
Fig. 2(a). Similar to some previous work [12], a directed routing
resources graph G = (V,E) was used to simplify the routing
problem while also enabling a better degree of freedom to control
the direction of the light path flow. The set of vertices V that
represents the photonic nodes include all optical ports and IO
pins. The set of edgesE corresponds to the optical paths between
and inside the tunable couplers, which are represented by all
of the arcs (directed edges) shown in Fig. 2(b). As explained
in Fig. 2(b) and (c) since it is a directed graph, one physical
port in a coupler is represented by two nodes in the graph. We
hypothesize that when the green edge between couplers is in
use, the corresponding nodes inside the coupler, and the linked
edges, inherit the same status. By the same principle, the red
forbidden edges also infect connected edges in the coupler. The
blue nodes and edges indicate that they are feasible and free
for use in the current state. Consequently, all feasible linkages
correspond to the three coupler states depicted on the right side.

III. BACKGROUND

A connection represents a source-sink pair, while a net denotes
a network with one source and multiple sinks (destinations)
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representing the basic interconnection format for multicasting.
One multicasting net can be considered as consisting of multiple
connections. Routing connections in programmable photonic
circuits, aimed at linking optical components, is a common
task. Some existing programmable photonics routers will be
introduced in this section. Most of them aim to route only con-
nections. This problem is effectively addressed by the negotiated
congestion-based router Aurora with a high success rate and
speed [9].

However, multicasting (multi-sink net) will also play a sig-
nificant role in programmable PIC designs, for example, the
optical true time delay lines, wavelength-division multiplexing
and optical splitting... Similarly, multi-sink nets routing is of
paramount importance in modern very large-scale integration
(VLSI) designs due to its direct impact on the circuit’s perfor-
mance, power efficiency, and overall chip area. Multi-sink rout-
ing builds on the well-known Steiner tree problem [13]. Popular
FPGA routers already offer some innovations to deal with the
Steiner tree problem [11], [14], [15], [16], [17]. These FPGA
routers’ approaches provide valuable insights for addressing
the Steiner tree problem and optimizing wire-length-driven and
routability-driven routing in programmable photonic circuits. In
this article, we mainly focus on routing nets and optimizing the
total pathlength of nets in programmable photonic circuits.

A. Existing Programmable Photonic Routers

a) Sequential Routing: This is a straightforward method firstly
employed to address routing 2-pin nets (connections) challenges
by routing one connection at a time along its shortest path,
without using resources already allocated to previously routed
connections [18]. Also employed to route multicasting nets [19]
by considering one net into multiple connections. This process
repeats for each connection until all are routed or no viable path
remains for a connection, a situation that becomes increasingly
likely with a large number of connections. Because the routing
orders are fixed here, not only the success rate but also resource
utilization is low with this approach.

b) Aurora: Aurora is a high-performance negotiated conges-
tion based router only for solving connections [9], and the negoti-
ated congestion mechanism is further elucidated in Section III-C.
This router performed well in runtime, accuracy, and path length
even in large meshes (e.g. with radius r = 13).

c) Integer Programming: An integer programming solver was
used to solve the multi-sink routing problems in a radius = 1
mesh [12]. Though integer programming can always find the
optimal solution, its time complexity is typically exponential in
routing. In meshes with radius ≥ 3, it will even take hours to
return multi-sink results, indicating a lack of scalability.

B. Steiner Tree Problem

Breadth-first Search (BFS) [21], A∗ [22] and Dijkstra ’s
[23] algorithms are commonly used to find the shortest path
between the source and sink pins. But apart from 2 pins networks,
also multi-pin networks commonly exist. The nets can be decom-
posed into sets of two-pin connections and these connections are
then routed one by one. This decomposition is conventionally

Fig. 3. A 4 pins net routed by trees [20]: (a) A 4 pins net. (b) A minimum
spanning tree (MST). (c) A minimum rectilinear Steiner tree (MRST).

done by the minimum spanning tree (MST) algorithms, which
is a minimum length tree of edges connecting pins. Fig. 3(b)
demonstrates an example of a 4-pin rectilinear MST. For exam-
ple, using Prim’s algorithm, the connection between the source
p1 and its closest sink (p2) is routed firstly and then arbitrarily
from the source and searched sinks (p1 and p2) to the next closest
sink (and so on).

An improved method, known as the minimum rectilinear
Steiner tree (MRST), was employed to minimize the total wire
length of the tree. Additional points, referred to as Steiner points,
were introduced to the net. By finding a minimum spanning tree
(MST) including these Steiner points, the result is an optimized
MRST. The same 4-pin net example was depicted in Fig. 3(c),
with S1 and S2 two Steiner points in the net. The MST total wire
length from (b) is clearly decreased. When including a Steiner
points S, there is a relationship between the MST and MRST of
the net:

MRST (P ) = MST (P ∪ S)

Hanan’s theorem [24] simplifies the minimum spanning tree
construction by proving that MRST can be formed using Steiner
points S exclusively from the grid points P of the Hanan grid,
derived by extending vertical and horizontal lines through pins
in the given nodes set. A MRST always exists in a Hanan grid
and a minimum hexagonal Steiner tree also always exists in the
hexagonal grid [7]. Despite this, MRST construction remains
NP-hard, so there is also a huge challenge in real large-scale
circuits to find the Steiner points and close-to-optimal practical
solutions while still being cost-effective.
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C. FPGA Net Routing Algorithms

1) PathFinder and Negotiated Congestion: PathFinder is a
well-established routing algorithm that employs a congestion
negotiation mechanism to resolve routing congestion and con-
flicts in FPGA circuits [25]. PathFinder includes two parts: a
global router and a signal router. The signal router utilizes the
Breadth-first search (BFS) algorithm as its shortest path strategy,
effectively searching for the minimal spanning tree. Meanwhile,
the global router adjusts the routing weights by updating the
congestion penalty.

The global router finds the solution by iteratively ripping up
the illegal nets and dynamically incorporating costs considering
congestion within, then rerouting, until no more routing conflicts
(congestions and violations) remain. This approach is known
as the negotiated congestion mechanism that forms the core of
the PathFinder. In this mechanism, each routing path is treated
as an ‘agent’ that negotiates for routing resources. At the start
of the process, each agent attempts to find a route from its
source to its sink. This initial routing often leads to congestion,
as multiple agents might choose the same routing resource.
However, PathFinder deals with this congestion iteratively. After
the initial routing, the algorithm identifies the congested routing
resources (those used by more than one agent) and increases
their cost. In the next iteration, the routes are recomputed with
the updated costs, which discourages agents from using the
congested resources. The cost of a given node n during the
process is:

c(n) = (b(n) + h(n)) ∗ p(n) (1)

where b is the base cost of the node, h is the history cost related
to the history of congestion on node n during previous iterations
and p is known as the congestion penalty. The schedule is defined
as follows:

p(n) =

{
1, cap(n)>occ(n)

1 + pf (occ(n)− cap(n) + 1), else

(2)

hi(n) =

⎧⎪⎨
⎪⎩
1, i = 1

hi−1(n), cap(n)≤occ(n)

hi−1(n) + hf (occ(n)− cap(n)), else
(3)

where the term occ represents the number of signals occupying
a current node, while cap denotes the capacity as well as the
maximum allowable usage limit. The term occ− cap can be
interpreted as the overuse in the current node. The history factor,
hf , determines the impact of past congestion (overcrowding) on
the total cost of an edge. The change of congestion factors pf
and hf throughout the algorithm’s execution is what is called
the routing schedule. Typically, in the FPGA routing, hf is a
fixed value ranging from 0.2 to 1, while pf is initialized at 0.2
and then multiplied by 1.5 or 2 with each iteration to increase
the penalty [14].

In Fig. 4, to find the MRST, PathFinder initiates a Breadth-first
search from the net’s source until it encounters the first sink,D1,

Fig. 4. PathFinder’s routing procedure for multiple sinks depicted across four
stages: (a) initiation of the search for the first sink, (b) identification of the first
sink and path reinitialization with priority zero, (c) connection to the second sink
with path extension and reinitialization, and (d) results upon locating all sinks.

thus acquiring a partial net path. Subsequently, every node along
this partial path is assigned a zero priority, indicating that each
becomes a starting point for the subsequent search. This results
in a wavefront expansion as depicted in Fig. 4(b) and (c). The
procedure continues until all sinks are located. Consequently,
the path tree is designed to promote the reuse of paths from
earlier partial paths.

2) VPR Router: The cost function of the router from the
Versatile Place and Route (VPR) project [14], [26] slightly
differs from PathFinder (1):

c(n) = b(n) · h(n) · p(n) (4)

The addition formulation in PathFinder requires the base cost b
and history cost h to be properly normalized to similar ranges
of magnitude so that both can have an effect. in VPR, the
multiplicative form (4) no longer necessitates normalization.
The VPR router also employs a directed search, which will be
introduced in the next section.

IV. CONNECTION-BASED ROUTER FOR PICS

The Connection-based Router (CRoute) is a highly effective
tool for FPGA routing. It simplifies routing (and makes it faster)
by routing each connection of a net separately. However, to
promote the reuse of already existing routes of the same net,
it introduces a sharing factor. With this factor and the Aurora
model as our base, we have tailored the connection-based router
to address the challenges of net routing in programmable pho-
tonics. Our algorithm, presented in Algorithm 1, proposes a new
length estimator for customized hexagonal meshes and a new
rip-up and reroute mechanism (from lines 10 to 15) to enlarge
the share effect. The connection-based router consists of two
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parts: a local router for source-to-sink connections (CRoute
function in line 6) and a global router that follows a negotiated
congestion mechanism (from lines 3 to 15) to solve congestions
and violations. Algorithm uses the local router to route unrouted
sinks (UNSINKS) sequentially, with a legality check (LEGAL)
and best cost check (BEST) to update the best paths. Thus,
the not-in-phase restriction introduced in the Section II can
be solved by assigning the two not-in-phase connections to a
“violation”. As the connection router is based on a directed
search aiming to find the shortest path, ensuring that loops will
not appear in the path of a connection, also the recombination of
two paths is set as a “violation” inside the global router as part of
the negotiated congestion mechanism. The setting and updating
of the cost function, incorporating the length estimator and
direction factor, along with the rip-up and reroute mechanism,
will be detailed and illustrated in the following subsections.

A. Weights

We use edge weights to calculate the path lengths rather than
assigning weights to nodes in the routing resource graph (RRG).
This difference facilitates a more straightforward representation
of the inherent disparities between waveguides and couplers, en-
compassing factors like insertion loss (IL), power consumption
(PC), and basic unit length (BUL). So in the graph the weight
b(e) of the edge e can be expressed as a summation of linear
terms:

b(e) = c1 · IL(e) + c2 · BUL(e) + c3 · PC(e) (5)

where c1,2,3 are coefficients. In this article, we follow the same
base weight for the router and define the basic unit length BUL =
1 only for edges in between two different couplers. Edges inside
the coupler equal to length 0. This approach is predicated on
the understanding that an edge connecting two couplers will
invariably link to an internal edge of a coupler on each side.
Thus it simplifies the routing resources graph and decreases the
computation complexity for routing algorithms.

B. Routing a Connection

The connection-based router simplifies the multi-sink prob-
lem (net) by dividing it into multiple source-sink pairs (con-
nections) and routing these connections independently. Paths
are allowed to share edges only if they originate from the same
source. This approach also adheres to the restrictions of photonic
nets. Relying on the negotiated congestion mechanism, only
the remaining illegal connections need to be ripped up and
rerouted rather than the entire net, consequently, facilitating
notable reductions in runtime expenditure. The cost function
of an edge is given by

c(e) =
b(e) · h(e) · p(e)
1 + share(e)

(6)

where the numerator is the same as in VPR (4) and includes the
base weight, history cost and penalty cost. For the base weight
b(e)we use the same definition in (5) as Aurora, the denominator
share is the number of paths originating from the same source
that are legally sharing the current edge (node). Incorporating

Fig. 5. A 7 pins (one source S and 6 sinks D1-6) optical multicasting network
(blue) on a radius 1 size programmable photonic hexagonal mesh: (a) A spanning
tree multicasting net. (b) A minimum Steiner tree is routed by the connection-
based router.

this term encourages the router to promote maximal path sharing
among nets, the cost of an edge decreases as more connection
paths legally share it. This strategy aims to approximate the
results to those of the minimum Steiner tree more closely. And
this cost function is embedded in the line 6 of the Algorithm 1.
As presented in Fig. 5, S denotes the source of the net and all Di

are sinks. The result of the negotiated congestion implemented
router is a spanning tree and the result of the connection-based
router is a minimum hexagonal Steiner-tree. The comparison in
terms of total wire length (TWL) is significant: the TWL for the
spanning tree is 33, whereas it is 23 for the Steiner tree.

C. A∗ Search and Distance Estimator

The conventional Breadth-first search (BFS) algorithm forms
a circular wavefront around the source (diamond wavefront
in a Manhattan grid) to ensure the exploration of all possible
paths equally, guaranteeing the discovery of the shortest path
to the sink. However, this approach may expend computational
resources exploring directions that do not lead to the goal. By
employing an estimator to calculate the distance between the
current node and the destination, the A∗ search algorithm can
limit the search space.

In a Manhattan grid, a BFS algorithm will traverse M bfs
Man =

1 + 2n(n+ 1) nodes, where n represents the depth of the
searched region. In the example shown in Fig. 6(a), with depth
n = 3, there are 25 nodes in the light grey region. Conversely,
for a hexagonal mesh, the search region will encompassM bfs

hex =
1 + 3n

2 (n+ 1) nodes, and 46 nodes shown in Fig. 6(b) with
n = 5. When using theA∗ search algorithm with a given depthn,
the worst-case scenario in the Manhattan grid involves searching
a square area until reaching the destination, including more
nodes than a rectangular region. The number of nodes in this
region can be expressed as Ma∗

Man = (n2 + 1)2. In contrast, the
maximum search space in the hexagonal grid forms a diamond-
shaped hexagon-distributed region, comprisingMa∗

hex = (n+1
2 +

1)(n−12 − 1) + (n−12 − 3) nodes, as illustrated in Fig. 6(d). The
search region’s limit compared between BFS andA∗ in two grids
is given by:

A∗Man

BFSMan
≤ lim

n→∞
Ma∗

Man

M bfs
Man

=
1

8
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Fig. 6. (a), (b) A∗ and BFS search region in the unweighted Manhattan grid
and hexagonal grid between one connection, as shortest paths only exist inside
the grey regions. (c), (d) the maximum search region for A∗ search finding a
connection in the Manhattan grid and hexagonal grid.

A∗hex

BFShex
≤ lim

n→∞
Ma∗

hex

M bfs
hex

=
1

6

As three primary routing directions exist in hexagonal mesh, sav-
ing at least 5

6 search space is slightly worse than the Manhattan
grid but still considerable to upgrade.

An accurate distance estimator is required for such ap-
proaches. Unlike the Manhattan grid’s straightforward coor-
dinate difference distance calculation, the hexagonal mesh we
employ a distinct formula to compute the shortest path distance
D between two nodes n1 = (x1, y1, z1) and n2 = (x2, y2, z2),
given by:

Dn1-n2
=

∑
i∈{x,y,z}

[ |i1 − i2|
δ

]
(7)

where δ = 3
2 is the normalization factor, and [·] denotes the

round function. The coordinates {x, y, z} are defined in the
coordinate system as presented in Fig. 7(a) and (b), where three
axes were used to locate the nodes in the grid. The value 3/2
is the projected length on the axes of a unit, colored green and
yellow, as shown in Fig. 7(c) and (d). By dividing by δ = 3

2 ,
the parallel-only segments are counted along the corresponding
axis. All cases are illustrated in (c-d), with the counted segments
labeled in c. The rounding function includes the edge parallel
segment (the blue one in (c)) and ignores the edge non-parallel
segment (the blue one in (d)). Finally, the summation across all
three axes includes all segments, and thus the shortest distance
is obtained. Equation (7) is also valid for both Manhattan and

Fig. 7. The coordinate system of the hexagonal grid (a) and the shortest
distance between two nodes in the grid (b). (c), (d) explanation for the projecting
normalization method.

triangular grids, but with δ = 1, as the two axes have fully
matched projections.

The shortest distance between two nodes n1, n2 is plotted in
blue in Fig. 7(a) with length 5, and the correct estimated distance
is calculated by:

Dn1−n2
=

[ | − 1− 1|
3
2

]
x

+

[ | − 1− 1|
3
2

]
y

+

[ |2− (−2)|
3
2

]
z

= 1 + 1 + 3 = 5

In this example, only one parallel edge counts in x and y
directions, and three edges count in the z direction. The A∗

search requires the estimator to return the distance no more than
the actual length, this estimator returns the minimum distance
thereby meeting the requirement.

D. Directed Search

The concept of the directed search was introduced to accel-
erate the routing process [27], particularly for multicasting nets
which necessitate restarting the search. Maintaining a wavefront
property in such scenarios leads to excessive computational
resource consumption.

The directed search algorithm is similar to the A∗ algorithm,
incorporating a predictive look-ahead feature to estimate the
distance from the current node to the target sink. The differ-
ence is that directed search uses a greater than one direction
factor multiplied by the length estimation item. Because of this
direction factor, it will bring a lesser impact on nodes which
are already closer to the destination (lower length estimation)
compared with earlier found nodes with higher estimation. Thus,
this approach gives up the wavefront property, behaving more
like a Depth-first search. Consequently, the directed search
algorithm consumes fewer computational resources; however,
it sacrifices some total length if it is used in weighted graphs
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with a length-only estimator. This enables the router to quickly
identify a short path, which is the primary reason directed search
is employed in FPGA EDA tools like VPR for routing large-scale
circuits. The cost is calculated by

f(e) = cprev + c(e) + α · cexp
for the weighted graph. Where the directional factor α refers to
how aggressively the router will explore the current connection.
The current edge cost c(e) is calculated by using (6). In the
CRoute version of the directed search, the distanceD can be used
to calculate the expected cost Cexp from the current node c =
(xc, yc, zc) to the destinationd = (xd, yd, yd). And the expected
cost is given by

cexp =
Dc-d

1 + share(e)

where we also need to normalize the cost with the share factor,
just as in the overall cost function. The expected cost consistently
represents the minimum distance obtained from the estimator
(7).

E. Rip up and Reroute

A connection-based structure that focuses solely on ripping up
and rerouting illegal connections instead of the entire nets, will
bring huge benefits to computational speed, which is also used
by other state-of-the-art routers [16]. However, this approach
entails a trade-off, typically resulting in longer total wire lengths,
as uncongested connections might attract other connections of
the same net, forcing them too far away from the Steiner tree in
an effort to avoid congested regions.

So, to amplify the effect of the sharing factor and optimize
resources usage, a slightly different rip-up mechanism is im-
plemented. During the initial λ iterations, the router will con-
sistently perform a rip-up on all connections of nets that partly
violate constraints. The routing order can impact the net length,
as a connection routed first without encountering congestion or
violations retains its path, compelling subsequent connections
to adapt, even if this diverges from the optimal RMST solution.
Implementing a mandatory rip-up reduces this impact. After λ

iterations, the rip-up strategy reverts to CRoute’s original “Lazy”
approach. This step was shown in the Algorithm 1 from line 11
to 15, where ILSINKS refers to the set of illegal sinks.

V. MEASUREMENTS AND RESULTS

A. Methodology

The measurements will cover two terms: the runtime and the
total wire length between different routing algorithms to show
their performance.
� Runtime: The routers were executed on a computer with a

4.7GHz AMD Ryzen 9 processor and 64GB memory.
� The Total Wire length (TWL): As with the routing re-

sources utilization, this will not repeat counting the legal
sharing of edges inside a multi-sink tree. A lower TWL for
the same circuit means a better ability to save resources.

Algorithm 1: Connection-Based Router for PICs.
Require:nets to route
Ensure:best routing found
1: function CRoutenets, λ

2: best← ∅, cur ← ∅
3: for iter ∈ 1 . . .max_iters do
4: for all net ∈ nets do
5: for all sink ∈ UNSINKS(net, cur[net]) do
6: cur[net]← CRoute(net, cur[net], sink)
7: if LEGAL(cur) then
8: best← BEST(best, cur)
9: UPDATE(ILSINKS)

10: for all net ∈ nets do
11: for all sink ∈ ILSINKS(net, cur[net]) do
12: if iter ≤ λ then
13: RIP_UP(net, cur[net])
14: else
15: LAZY_RIP_UP(net, cur[net], sink)
16: return best

B. Synthetic Benchmarks

In FPGA domain, there are multiple well-established bench-
mark suits based on realistic functional circuits. Real circuits-
based benchmarks are still a blank area for evaluating routing al-
gorithms for programmable photonics. To address this, we gen-
erate custom benchmarks of various sizes. These benchmarks
include multiple1×Ni multicasting networks, with sources and
sinks randomly located at the edge ports of a hexagonal mesh.
As the scaling behaviour requires benchmarks to maintain the
complexity with only varying sizes. The size of the hexagonal
mesh is defined by its radius r, where r = 0 corresponds to a
single hexagon surrounded by outer IO ports. For instance, in
Fig. 5, the size of the mesh is r = 1. Consequently, for a circuit
with radius r, there will be 6r hexagonal cells in the outer layer,
and a total of 24 + 12(r − 1) = 12r + 12. To accurately mea-
sure the scaling behaviour, it is important to maintain consistent
complexity and density across varying sizes. The parameters
that need to be determined are the number of networks and the
number of sinks, N , for each multicasting network. Based on
this, we generate � 12r+12

Nmax+1�multicasting networks for each size
r, where Nmax represents a set parameter, maximum number
of sinks for a single network among all 1×N networks. Then,
the maximum number of ports allocated to a single network is
Nmax + 1. And �·� refers to floor function. Each network is then
assigned a random number of sinks, ranging from 1 to Nmax.

C. Parameters Tuning

1) Routing Schedule: The capacity cap of each waveguide
is set to 1, as we only consider routing 1×N multicasting
networks in the benchmarks of this paper. The penalty factor,
denoted as pf , the initial value doesn’t influence the results a
lot based on measurements. So we take the initialization value
0.5 at the first iteration and increase it by multiplying it with
a multiplicative factor in each subsequent iteration which can
speed up the routing progress. This factor we tested from 1 to
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TABLE I
COMPARISON OF THE VPR ROUTER, PATHFINDER IMPLEMENTATIONS, AND CONNECTION-BASED ROUTER FOR PICS BETWEEN PROBLEM SET SIZES FROM RADIUS

r = 1 TO 8

Fig. 8. Runtime-TWL trade-off for the penalty factor’s multiplier: 1 to 3 based
on large size synthetic benchmarks (r ≥ 10).

Fig. 9. Runtime-TWL tradeoff for the direction factor α : 1.05 to 2.09 based
on large size synthetic benchmarks (r ≥ 10).

2.98 is shown in Fig. 8 based on a large-scale benchmark, there is
an obvious Pareto front showing the trade-off between TWL and
runtime. We pick the values between blue labeled nodes which
are from 1.08 to 1.18. For much simpler benchmark circuits, a
larger factor can also be picked to speed up the routing.

Programmable photonic circuits are limited to a single chan-
nel width for routing (width in two if considering two waveg-
uides as a channel). Furthermore, the hexagonal mesh topology

Fig. 10. Average runtime comparison between VPR, PathFinder implemen-
tations, and Connection-based on scaling synthetic benchmarks (radius: 1 to 8
hexagonal grid).

offers fewer shortest path options between two nodes, making
it challenging to quickly avoid congestion with acceptable ex-
tra length. Therefore, the rip-up and reroute process requires
“patience”. This necessitates the use of those relatively smaller
multiplier values compared to the ones used in the original FPGA
schedule.

2) Direction Factor: For the directed search, a group of
well-performed direction factors α = 1.8 to 2 are obtained from
the test results shown in Fig. 9. Among the scattered results,
there is also an approximate Pareto front showing the trade-off
between TWL and runtime. The corresponding α values are
notably high. A large direction factor will prefer to keep the
earlier searched path waiting for the “slowly” increasing penalty
value for congestions and violations. This is also matched with
the analysis of the routing schedule discussed earlier.

D. Results

Utilizing the previously mentioned synthetic benchmark gen-
erator, we generated multicasting benchmark suites spanning
from a small mesh to a large one, with sizes ranging from
radius r = 1 to 8. Each size has 5 problems, and each problem
is run 10 times, with the average taken. We implemented two
comparative routers for PICs, following the PathFinder and
VPR router’s cost function and iterative net routing mechanism

Authorized licensed use limited to: Wim Bogaerts. Downloaded on March 13,2025 at 15:28:20 UTC from IEEE Xplore.  Restrictions apply. 



2526 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 43, NO. 6, MARCH 15, 2025

Fig. 11. Average TWL comparison between VPR, PathFinder, and
Connection-based on scaling synthetic benchmarks (radius: 1 to 8 hexagonal
grid).

introduced in Section III, respectively, in order to compare with
our connection-based router. The results obtained on runtime
and TWL are shown in Table I.

1) Runtime Comparison: The Router’s runtime scaling re-
sults are plotted in Fig. 10. Due to the property, which will
restart Breadth-first wavefront searching from its temporary
paths after meeting one sink, constraining its scaling capabilities.
The other two utilize directed search, with the connection-based
router achieving significantly better performance thanks to its
connection-based rip-up and reroute strategy. The connection-
based router saved around 50% runtime in r ≥ 5 benchmarks
which performed a good scalability.

2) Total Wire Length Comparison: The scaling results for
total wire length are presented in Fig. 11, where PathFinder
achieved the best performance. Additionally, the connection-
based router’s utilization of its share strategy to encourage path
reuse resulted in approximately 5% lower TWL compared to
VPR.

VI. CONCLUSION

We have presented a high-performance routing solution
capable of addressing large-scale, multicasting routing chal-
lenges within a programmable photonic hexagonal grid. This
connection-based router innovated from the CRoute’s connec-
tion routing structure, the sharing mechanism, directed search,
and customized routing schedule modifications are added aiming
at the photonic hexagonal grid. Utilizing synthetic benchmarks
in radius from 1 to 8, compared with the VPR router and the
Pathfinder implementations on the hexagonal grid, our router
has showcased the practicality. Particularly noteworthy is its
efficacy in handling large-scale circuits, delivering swift pro-
cessing without compromising wire lengths and optimizing the
utilization of routing resources.

This paper only covers 1×N multicasting networks as
benchmarks. However, the router we proposed is more generic.
By tuning the parameter cap value in (3) and (2), and adjusting

the criteria for a violation (line 7 in Algorithm 1), the algorithm
can route N ×M multicasting networks with the same advan-
tages.

For future work, considering that current results and measure-
ments are based on synthetic benchmarks with random connec-
tions, developing a realistic benchmark suite would significantly
enhance router development and optimization efforts. And for
even large-scale mesh, a bounding box is necessary to increase
time efficiency. Additionally, the precise wire length of each con-
nection is crucial for effective phase control. Achieving length
matching for routers will substantially impact the performance
of on-chip resonators and interferometers.
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